Data science and machine learning technologies are helping CANCER RESEARCHERS EXTRACT NEW MEANING from large clinical and molecular datasets.

R egina Barzilay wasn’t looking to study cancer. She had made a name for herself as an artificial intelligence (AI) researcher at the Massachusetts Institute of Technology (MIT) in Cambridge, developing machine learning models to process and understand human language and unstructured text.

Then came her diagnosis of breast cancer, in 2014, at the age of 43. She was shocked by the patently obvious data upon which her doctors based her diagnosis and treatment. “By reducing uncertainty and truly personalizing patient care,” Barzilay says, “machine learning can totally transform this area.”

Delivering on that promise remains a challenge. In medicine today, there’s so much raw clinical data generated — from the pathology lab and the imaging suite to the surgical ward and the oncologist’s office — that it’s rarely obvious how best to design and train algorithms to connect all the disparate threads of information for patients.

But if AI can teach a car to drive on its own or a social media platform to recognize faces, machine learning should be able to radically improve the diagnosis and treatment of cancer. It just needs to be applied in the right way, which is why Nature and the cBio Center in the Department of Data Sciences at the Dana-Farber Cancer Institute (DFCI) in Boston, Massachusetts, convened a two-day conference in October — spearheaded by DFCI Chief Scientific Officer Barrett Robinson — devoted to the interface of big data and cancer precision medicine.

In addition to machine learning experts like Barzilay, the meeting organizers invited pioneering thinkers in the fields of cancer medicine, tumour genetics and data science with the aim of forging connections between AI and oncology. “Each of these two fields has made major advances in the recent past, such as the ability to generate genomic and molecular profiles of tumours, resulting in massive data, and deep machine learning for sophisticated prediction methods,” says Chris Sander, a computational and systems biologist who directs the DFCI cBio Center and helped to organize the meeting. “We are building more bridges between clinicians, cancer researchers and machine learning experts to create major collaborative opportunities.”

Meeting of minds Cancer research didn’t always command such a multidisciplinary approach. Once the provenance of mostly cell biologists and mouse geneticists, successive developments in fundamental science and biomedical research have made the field data-rich and data-driven — and that’s brought with it new challenges for researchers hoping to make sense of the complexity. Many experts, recognizing the scale of the challenge, have openly embraced data sharing and collaboration. Case in point: Project GENIE, Short for Genomics Evidence Neoplasia Information Exchange, GENIE launched in 2015 as a vehicle for sharing tumour genetic profiles from patients in active clinical treatment for use in cancer research by a broad community.
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Project architects built this massive database to identify novel therapeutic targets, design biomarker-driven clinical trials and find genomic determinants of response to therapy. But now with genomic data from around 50,000 patients and counting — and 19 participating institutions from around the world — GENIE leaders such as Charles Sawyers, a cancer biologist from the Memorial Sloan Kettering Cancer Center (MSK) in New York City, are struggling to draw actionable insights from the glut of data.

Sawyers is thus appealing to computer scientists to join GENIE and help make important translational discoveries: “I really want you to help us learn how to extract important insights more efficiently,” he says, “particularly in extracting clinical data from electronic health records.”

Computer scientist David Bili, from Columbia University in New York City, welcomes that invitation. “I don’t know anything about biology or medicine, but I know about machine learning,” he says — and he’s keen to apply his skills in the life sciences, as evidenced by a project recently started with postdoc Wesley Tansey to model dos responses in high-throughput drug screens.

Bili offers a few cautionary notes for cancer biologists hoping to jump into AI. “When it comes to making causal inferences from large observational datasets, he says, a basic AI model has certain flaws. Give an algorithm a task such as predicting which actors boost movie revenues, and it is likely to overestimate1 the importance of action stars, since action movie franchises tend to earn more money than art house dramas, regardless of the name on the billboard. Transpose this to more consequential applications in medicine, and it is clear that there is need for careful consideration of assumptions and probabilistic modelling when developing AI methods.

David Sontag, head of the MIT Clinical Machine Learning Group, echoes this point: “There’s a lot of subtlety in correctly applying machine learning in biomedical research,” he says.

Sontag’s own research has lately focused on analysing gene expression patterns in the bone marrow of patients with multiple myeloma. His team has identified putative disease subtypes defined by gene activity patterns and responses to treatment. “We want to build probabilistic models of disease progression that can help provide accurate prognosis and personalized treatment plans for patients,” says Rebecca Peyser, a data scientist in Sontag’s lab.

But while Peyser and Sontag have taken great care to ensure the integrity of their models, they emphasize that it is easy to make mistakes. Sontag warns that as cancer research makes increasing use of real-world evidence from electronic medical records and other sources, additional care needs to be taken to guarantee that any retrospective evaluation mimics how the algorithms would actually be used prospectively. Still, even the best algorithms can draw spurious connections if given spurious kinds of training. “You have to care about the data-generating process — including the sources of noise and bias in recording and generating the data,” says Suchi Saria, an expert in machine learning and healthcare at Johns Hopkins University in Baltimore, Maryland. “If you don’t understand the data-generating process and reason about how it impacts your model, you’re likely to be in trouble.”

Opportunities abound Methodological pitfalls notwithstanding, AI algorithms are already beginning to affect cancer research and clinical care, such as early diagnosis and prevention, drug discovery, matching patients to clinical trials and treatment decisions. The rise of computational pathology at MSK, predicts that one of the
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In as-yet unpublished work, they have found dozens of different parameters that all seemed to affect an individual’s likelihood of severe toxicity.

A collect call

Determined which potential risk factors matter most will require collecting much more data. But unfortunately, says Al-Lazikani, even though around 60% of all people diagnosed with cancer undergo radiation therapy at some point, comprehensive data of the kind she needs are rarely pulled together in a systematic way. “We have to be collecting all the information about all our patients all of the time,” she says.

Al has great potential as an aid in drug discovery, too. In a recent paper, members of the International Cancer Genome Consortium used a resource that Al-Lazikani helped create called canSAR (and the publicly available machine learning software it comes with) to identify more than 60 new potential drug targets for treating prostate cancer.

Olga Troyanskaya, a computer scientist at Princeton University in New Jersey, is also helping to identify new druggable targets — and illuminate new aspects of the basic biology of cancer — through analyses of non-coding gene mutations. Her deep learning techniques have revealed causal roles for regulatory elements in turning genes on or off, which can be used to implicate sequences in tumour formation as well.

One issue cited repeatedly by cancer researchers hoping to bring machine learning into their field is the dearth of suitable big datasets. Sawyers and his colleagues spent years and millions of dollars amassing, harmonizing and curating the Project GENIE database. Nikhil Wagle, an oncologist at DFCI and the Broad Institute of MIT and Harvard in Cambridge, Massachussets, has found an alternative approach through direct engagement of patients. Using a patient-driven research initiative called Count Me In, he and his colleagues have rapidly amassed medical records and tissue samples donated by thousands of patients with various tumour types. “It’s a very quick way to get huge amounts of data,” says Wagle. “And unlike many other studies, we aim to combine genomic, medical, medical record, and patient reported data in the same database, making it quite comprehensive.”

Machine learning curve

At Al penetrates all aspects of cancer research, clinicians have begun to think about what the future holds for the practice of medicine (see “Data to knowledge to action”). And while they acknowledge the potential for advances in precision oncology, some are also ringing alarm bells about potential risks.

For example, humans might be overburdened by their new computational aids, says Leevy, a cancer informatics researcher who directs the Rush University Medical Center in Chicago, Illinois. “When you think about these algorithms,” she says, “you’ve got to think about how you’re going to implement these into the workflow of the clinician.”

These considerations are important. But what matters ultimately to patients is not the process but the clinical outcome — and for that, says Barzilay, machine learning algorithms are a vast improvement on the status quo.

Barzilay often talks about her work to public audiences. After one such talk, an attendee emailed about an abnormal growth she had developed in her milk-producing glands. The woman said she was also taking hormone replacement therapy (HRT) to deal with the symptoms of menopause, and wondered if these drugs might increase the odds of her breast mass turning malignant.

She asked Barzilay what to do — the patient is a MIT professor on a search looking into reams of clinical data. Barzilay crunched the numbers with her AI algorithms, and found that HRT, on average, does not seem to significantly affect breast cancer risk in women with this type of pre-cancerous breast disease. Although she would never offer medical advice, Barzilay says she thinks that “the patient needs to know this kind of information, and we need to provide it.”

Fortunately, new transformative technologies, both laboratory-based and computational, are making it possible to collect high-resolution clinical and biological data, extract meaningful insights, and then offer patients just this sort of personalized medical advice. And that means cancer patients can hope for earlier diagnosis and therefore better outcomes than Barzilay herself received just four years ago — an eternity in today’s rapidly advancing field of precision oncology — thanks to advances in genomics and molecular profiling and in computational modeling and AI.

REFERENCES


