
From sustainable architecture, cancer 
therapies and bioremediation to 
photonic computing, here are seven 
technologies that Nature will be 
keeping its eye on this year. 

‘Self-driving’ laboratories
Last year, an international team announced a 
raft of promising materials for use in organic 
solid-state lasers1. That’s an important step 
towards lower-cost, energy-efficient electron-
ics — and much of the work was performed by 
a network of five artificial intelligence (AI)-
guided robotic laboratories spanning three 
continents. Alán Aspuru-Guzik, a computa-
tional chemist at the University of Toronto in 
Canada and one of the study’s lead authors, 
says the project was designed to showcase the 

power of ‘self-driving’ labs in tackling a useful 
but challenging class of materials. “At the time 
we started, in 2017, there were only about ten 
published organic laser compounds,” he says. 
In the end, “We found 21 best-in-class materials.”

The concept of closed-loop automated 
chemistry, in which computers direct a robotic 
‘experimenter’ while adapting to the results of 
the experiments, dates at least to the 1970s. 
But today’s self-driving labs are much more 
sophisticated, coupling modern robotics 
with AI algorithms that can plan and interpret 
complex, high-throughput workflows. 

Such tools can greatly broaden the horizons 
of chemistry and materials research, says Jie 
Xu, a materials scientist at Argonne National 
Laboratory in Lemont, Illinois. “Chemical 
space is just like a universe, but we’re only 

looking at one galaxy,” she explains. “AI can 
help us to explore regions other than the 
region that we are comfortable with.” 

Take the tool Polybot, launched by Xu and 
her colleagues in 2021 to provide material- 
development services at Argonne. In pilot 
experiments, researchers used it to synthe-
size and characterize stretchable conductive 
polymers and materials whose optical proper-
ties change when an electrical field is applied.

Next-generation self-driving labs could 
acquire even more remarkable capabilities. 
A November 2024 publication from research-
ers in the Acceleration Consortium, based 
at the University of Toronto, described the 
ORGANA system, which allows scientists to 
guide the work of automated labs using natu-
ral-language instructions2. Aspuru-Guzik, who 
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Self-driving labs, such as this one at the Acceleration Consortium in Toronto, Canada, use algorithms and robots to advance materials science.
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leads the consortium, is also exploring walking 
robots, computer vision and other innovations 
that will broaden the range of lab activities that 
can be automated — although he emphasizes 
that, for the foreseeable future, “the human 
will always be in the loop”.

Indeed, automated research platforms 
might become a powerful complement to sci-
entists — and with challenges such as climate 
change and pandemics, self-driving labs could 
provide affordable, global scientific capac-
ity at a time when humanity needs it most. 
“We need to empower each one of our scien-
tists to be 10 or 100 times more productive,” 
Aspuru-Guzik says, “because the things that 
are coming our way are unimaginable.”

Big opportunities for CAR T cells
Chimeric antigen receptor (CAR) T cells are a 
standard treatment for many blood cancers. In 
the seven years since the therapy entered the 
clinic, tens of thousands of people worldwide 
have received it. To make the treatment, a per-
son’s T cells are genetically reprogrammed to 
express an engineered protein that recognizes 
and elicits a potent immune response against 
tumour cells. For certain types of leukaemia, 
lymphoma and myeloma, the clinical benefits 
can be profound: for some cancers, more than 
50% of recipients achieve complete remission.

All of the approved CARs target proteins 
expressed by antibody-secreting B cells, which 
are the main driver of many blood cancers, but 
the past few years have seen considerable pro-
gress in CARs directed at solid tumours, too. 
Researchers led by Marcela Maus, an oncol-
ogist at Massachusetts General Hospital in 
Boston, for instance, have engineered T cells 
that target certain brain tumours. Last year, 
the team showed that these cells can shrink 
recurrent glioblastoma tumours quickly, 
although the durability of the response 
varied3. Other studies have demonstrated 
promising results in paediatric brain cancers 
and gastrointestinal tumours, and Maus thinks 
that the approach could prove broadly appli-
cable if researchers can identify appropriate 
tumour-specific targets.

Other groups have shown that B-cell- 
targeting CAR T cells can also grind some 
autoimmune diseases to a halt. These condi-
tions often result from defective B cells that 
produce damaging ‘autoantibodies’ that tar-
get healthy tissue. In 2021, researchers led by 
rheumatologist Georg Schett at the Univer-
sity of Erlangen-Nürnberg in Germany tested 
whether CAR-T therapy might help a young 
woman with debilitating lupus4.

“It basically blew lupus away in this patient,” 
recalls Schett. “We stopped all her drugs.” Since 
then, Schett’s team has halted the disease in 
some two dozen people with lupus and other 
autoimmune disorders, with only one relapse 
so far. The approach could improve the prog-
nosis for other B-cell-associated conditions, 

including multiple sclerosis, he says. 
CAR-T-cell production and treatment are 

costly — not to mention physically demanding 
for recipients. But even the present regimen 
could be an economical and effective solution 
for people who are struggling with existing 
treatments, Schett says. “The costs over time 
in such patients are huge,” he explains. “This 
development shows that it is possible, in prin-
ciple, to get rid of an autoimmune disease for 
years without further treatment.”

Bioremediation technologies
“Life, uh, finds a way,” actor Jeff Goldblum 
observed in the 1993 science-fiction film 
Jurassic Park. This is certainly true in the micro-
bial world, where organisms thrive in the most 
inhospitable of environments and consume 
the unlikeliest foods — including plastic.

Plastics degrade over time into environ-
mentally damaging and toxic microplastic 
particles — and some bacteria are adapting to 
not only tolerate these materials, but to use 
them, says Ronan McCarthy, a microbiologist 
at Brunel University of London. His team is one 
of many looking to use these microorganisms 
to stem future microplastic pollution.

It’s an attractive idea: one report estimates 
that investment in such microbial ‘bioreme-
diation’ strategies could grow by more than 
US$8 billion between 2023 and 2028 (see 
go.nature.com/42cweuj).

Many naturally occurring enzymes can 
break down plastics, albeit inefficiently. The 
Plastics-Active Enzymes Database lists more 
than 230 such enzymes, and researchers are 
developing strategies to boost the perfor-
mance of these catalysts. McCarthy’s team, for 
instance, is coaxing plastic-degrading bacteria 
to form dense biofilms on the surface of plastic 
fragments5. These films allow the bacteria to 
secrete the enzyme directly onto the target 
substrate and prevent the enzymes from 
washing away, McCarthy says.

Susie Dai, a chemist at the University of 
Missouri in Columbia, studies the natural 
capacity of the white-rot fungus to degrade 
carcinogenic ‘forever chemicals’, or per- and 
polyfluoroalkyl substances, more commonly 
known as PFASs. Her group has developed a 
platform called RAPIMER, in which the fungus 
is cultivated in an artificial plant-like scaf-
fold assembled from natural fibres6. Those 
fibres “can work as a sorbent to enrich all the 
contaminants from the [environment], and 
then we can ask the fungus to do this work”, 
she explains. The system could be used at 
wastewater processing or sludge-treatment 
facilities, she suggests.

Other researchers are pursuing protein- 
engineering and lab-based evolutionary meth-
ods to optimize existing enzymes and deliver 
microbes with improved pollutant-processing 
prowess. But regulatory restrictions and pub-
lic concerns surrounding genetically modified 
organisms could limit potential use-cases. 

McCarthy hopes to see more discussion 
about how to deploy engineered bioreme-
diation systems smartly and safely. His lab is 
part of the UK Environmental Biotechnology 
Innovation Centre at Cranfield University, 
launched last year, which will explore such 

CAR-T-cell therapies are now being directed towards solid tumours in tissues (T cell in purple).
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issues while developing technologies for 
addressing a range of environmental con-
taminants, from heavy metals to antibiotics 
to hormones. “I think there isn’t much that 
[bioremediation] couldn’t really tackle if 
there’s enzymatic capacity to break it down 
within the microbial sphere,” he says.

Foundation models for biology
For better or worse, large language model 
(LLM)-based platforms, such as the chatbot 
ChatGPT, have given hundreds of millions of 
users around the world a ‘one stop shop’ for 
countless tasks, from obtaining information to 
drafting essays, haikus and software code. The 
quality of these outputs might vary, but there’s 
no question that LLMs represent a notable step 
in the development of more general-purpose 
AI systems.

Small wonder, then, that biologists have 
grown increasingly excited to harness similar 
capabilities in their research. Their problem is 
not a lack of tools, but rather a surfeit. “There’s 
thousands of models just for small tasks, and 
lots of computational methods are quite scat-
tered and siloed,” says Bo Wang, a computa-
tional biologist at the University of Toronto. 

Wang is one of a growing number of scien-
tists who see ‘foundation models’ as a power-
ful solution. The term describes AI algorithms 
that go through a pre-training process in 
which they are fed tremendous amounts of 
unlabelled data. ChatGPT was trained on 
a vast corpus of text from the Internet, but 
this can also be done with genome sequences, 
gene expression data or patterns of DNA 
modification.

The algorithm generates a generalized model 
on the basis of complex and subtle patterns 
in those data; this model can then be used to 
perform diverse tasks, from interpreting newly 
acquired data to designing custom proteins or 
pathways. Charlotte Bunne, a computer scien-
tist at the Swiss Federal Institute of Technol-
ogy in Lausanne, predicts that as these models 
mature, they could offer insights into funda-
mental biological processes and principles.

Early work has yielded powerful proof of 
concept. In 2024, Wang and his colleagues 
described scGPT, a foundation model trained 
on the single-cell transcriptomes of some 
33 million human cells generated by research-
ers at the Chan Zuckerberg Initiative (CZI) in 
Redwood City, California7. This model could 
accurately classify cell types in diverse tissues, 
identify networks of genes that collaborate to 
drive different biological processes and predict 
the impact of disruptive mutations on gene 
expression patterns — a valuable capability 
for drug discovery. “I’ve received a lot of good 
feedback from pharma companies,” says Wang.

Even greater opportunities lie in integrat-
ing several models. For example, a team of CZI 
researchers and their colleagues, including 
Bunne and Wang, last month proposed 

a roadmap for developing a ‘virtual cell’ 
— essentially, a sophisticated model built from 
multiple foundation models based on RNA, 
protein, DNA and other data layers8. It could 
greatly surpass first-generation tools, such as 
scGPT, by capturing a fuller spectrum of bio-
logical activity in cells or tissues, providing a 
powerful resource for human disease research, 
synthetic biology and other disciplines. 

Sustainable urban cooling
Earth is getting hotter, and the world’s richest 
nations are not doing nearly enough to slow or 
reverse the process. This harsh reality means 
that solutions are needed to mitigate soaring 
temperatures — and the misery and chaos that 
extreme heat brings. 

These fixes will be essential for cities, where 
localized ‘urban heat islands’ can increase 
ambient temperatures by 5–10 °C over sur-
rounding areas. “Most of the overheating in 
many cities is because of the very high absorp-
tion of solar radiation by the materials” used 
in urban architecture, explains Matthaios 
Santamouris, an architecture scholar at the Uni-
versity of New South Wales in Sydney, Australia. 

Santamouris and others are developing 
‘super-cool materials’ that can lower the heat 
generated by walls, roofs and other urban 
surfaces. First-generation ‘radiative cooling’ 
materials, which reflect solar radiation and 
emit thermal radiation at wavelengths that 
can readily pass through the atmosphere and 
back into space, are in widespread use around 
the world, Santamouris notes, and new, more 
efficient solutions are in development. 

In a field test in Riyadh, Saudi Arabia, last 
year, for example, Santamouris and his col-
leagues showed that ‘super-cool photonic 
materials’ could be combined with other 
measures to lower ambient temperatures 
by nearly 5 °C, greatly reducing the energy 
load needed to cool the city9. These solutions 
won’t break budgets, either — Santamouris 

estimates that super-cool surfaces cost 
roughly 10% more than standard facade and 
roof materials. In comparison, he adds, “the 
cost of urban overheating in the world is close 
to $450 billion per year”. 

Even with these measures, people will need 
further cooling to make their homes and busi-
nesses comfortable — and current technolo-
gies are contributing to the climate-change 
problem. “There’s going to be more and 
more air conditioners deployed,” says Ichiro 
Takeuchi, a materials scientist at the Univer-
sity of Maryland in College Park. “And unfor-
tunately, they’re going to be deployed in the 
poorer countries, where [people] don’t have 
access to high-end equipment.” This means 
more electricity will be consumed, and release 
of hydrofluorocarbon coolants — a potent 
class of greenhouse gases — will increase.

Solid-state air conditioners that don’t 
require hydrofluorocarbon coolants could 
deliver an effective solution. In 2023, for exam-
ple, Takeuchi and his colleagues described a 
system based on the ‘elastocaloric’ effect, in 
which an alloy releases heat when compressed 
and captures it when allowed to relax10. In their 
initial demonstration, the team achieved cool-
ing power equivalent to that of a small refriger-
ator, with the potential to lower temperatures 
by more than 20 °C. 

These systems are relatively bulky and would 
need at least an order of magnitude more 
power to be useful, but Takeuchi is optimistic. 
“If we engineer everything, we could reach a 
point ... where it’s competitive against existing 
vapour-compression technology,” he says.

Single-cell microbial analysis
Whether in the sea, soil or our bodies, micro-
bial communities are extraordinarily complex. 
The genomic and functional diversity in even 
just a single species of Escherichia coli can be 
remarkable. “Within a single colony, you can 
have mutations in nearly every position in the 

A bioremediation research facility at Cranfield University, UK. 
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genome for E. coli,” says Ophelia Venturelli, 
a biomedical engineer at Duke University in 
Durham, North Carolina. “You can imagine 
how that might affect the interactions within 
the gut.” 

For researchers studying multicellular 
eukaryotes, untangling that diversity is nearly 
routine: just use single-cell sequencing. But 
developing the same capabilities for microbes 
has proved challenging. In part, that’s because 
it is challenging to crack open microbes’ cell 
walls, and because there is a limited amount of 
DNA and RNA per cell so it is difficult to purify 
that material efficiently. Over the past few 
years, however, a growing arsenal of tools has 
emerged for investigating microbial biology 
at single-cell resolution. 

Progress in transcriptomics research is 
especially notable — at least half a dozen tech-
niques are now available. Bacterial MATQ-seq, 
for instance, developed by researchers led by 
Jörg Vogel, a biochemist at the Helmholtz 
Institute for RNA-based Infection Research in 
Würzburg, Germany, can analyse the expres-
sion of hundreds of genes per cell across thou-
sands of microbes11. “You want to have high 
[transcriptome] coverage when you want to 
understand pathways comprehensively,” Vogel 
explains. Among other things, the resulting 
data could be useful in characterizing how rare 
‘persister’ bacteria, which tolerate antibiotic 
treatment, respond to drugs. Other methods 
offer higher throughput at the cost of cap-
turing fewer genes per cell, although newer 
techniques, such as M3-seq, seem to strike a 
balance12.

Microbial-DNA analysis lags in comparison, 
but researchers led by Venturelli and biomed-
ical engineer Freeman Lan at the University 
of Toronto last year described DoTA-seq, 
a method that captures individual cells in 
tiny droplets and then selectively sequences 

dozens of sites in each cell’s genome13. 
Venturelli says that DoTA-seq seems to be 
broadly useful across a diverse range of bac-
terial cell types and species, and she is now 
applying it to understand how environmental 
conditions in the human gut and other ecosys-
tems shape the microbial genome. 

Still, single-cell microbiology remains rela-
tively niche. None of these methods has been 
commercialized, and some require sophis-
ticated instrumentation that is out of many 
scientists’ reach. There’s also a knowledge gap, 
Venturelli admits. “People don’t even know 
it’s really possible,” she says. “They don’t even 
know they can profile these populations at a 
single-cell level.” 

Photonic computing for AI
AI algorithms are pushing the limits of both 
processor technology and energy infrastruc-
ture. “That is not sustainable,” says Lu Fang, 
an electrical engineer at Tsinghua University 
in Beijing. “We should think about a new way, 
otherwise the computing power will no longer 
be able to support these large models in the 
future.” 

Her team is among many exploring light-
based ‘photonic’ computing frameworks to 
complement today’s electronic microproces-
sors. Photonic processors could achieve faster 
parallel processing capabilities and boost the 
efficiency of inference tasks — the process by 
which an AI algorithm analyses its data model 
to respond to a user’s prompt. “Everyone is 
talking about the amount of energy required 
for [AI] training,” says Harish Bhaskaran, a 
materials scientist at the University of Oxford, 
UK, “but inferencing is currently 80% of the 
computational workload.”

The concept of photonic computing has 
been around for more than 50 years, but the 
AI boom has reinvigorated the field. Bhaskaran 

also points to rapid progress in the develop-
ment of light-modulating ‘phase change’ 
materials and other useful building blocks for 
photonic processors, as well as the prolifera-
tion of commercial foundries that enable rapid 
prototyping and testing of photonic compo-
nents and ‘chiplet’ designs at reasonable cost.

But the transition from electronic to pho-
tonic processing is not simply a matter of 
swapping out parts. Fang notes that existing 
hardware designs for processors would lead 
to unacceptable error rates if applied to pho-
tonic processors. Researchers have thus been 
exploring alternative ‘neuromorphic’ architec-
tures that not only leverage the advantageous 
properties of light-based signalling, but also 
emulate the organizational principles and 
processing capabilities of the human brain. 

A 2024 study from Bhaskaran and his col-
leagues showcased two photonic hardware 
designs that performed well on various tasks, 
including identifying people with Parkin-
son’s disease on the basis of changes in their 
movement14. A paper from Fang and her col-
leagues at Tsinghua demonstrated a platform 
based on their Taichi photonic chip design, 
which achieved 100-fold greater computing 
efficiency than did a state-of-the-art Nvidia 
graphical processing unit on certain tasks15. 
The group has already developed a next-gener-
ation system called Wuji, which Fang says can 
handle AI tasks with 100 times more variables 
than is possible with Taichi, and is compatible 
with LLM-based applications. 

Bhaskaran says that considerable work 
remains to take full advantage of photonic 
computing capabilities, and photonic com-
puters are likely to be more specialized than 
their all-purpose electronic counterparts. But 
Fang sees abundant opportunities over the 
next few years for ‘edge AI’ applications, in 
which rapid data processing is performed by 
robots, drones and other mobile, handheld 
or wearable devices. “Then we can rely on the 
extremely high computing power from optical 
computing, with much less power consump-
tion,” she says.

Michael Eisenstein is a freelance science 
writer in Philadelphia, Pennsylvania.
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An energy-efficient prototype air-cooling system at the University of Maryland, College Park. 
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