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Rage against machinelearning
driven by profit

Private industry has vastly eclipsed academia’s spend on Al, but healthy
development demands broad input. By Brian Owens

he current boom in artificial intelli-
gence (Al) would probably not exist
were it not for work that began in aca-
demia. Many of the techniques thatare
now being used on an everyday basis,
suchas machinelearning and natural-language
processing, are underpinned by academic work
into artificial neural networks that dates back
decades. But it is true to say that much of the
latest cutting-edge and high-profile research
in Alis being done not in university labs, but
behind the closed doors of private companies.

“We’re increasingly looking at a situation
where top-notch Al research is done primar-
ily within the research labs of a rather small
number of mostly US-based companies,” says
Holger Hoos, an Al researcher at RWTH Aachen
University in Germany.

Much of this work is not published in lead-
ing peer-reviewed scientific journals. In 2023,
research by corporations accounted for only
3.84% of the United States’ total Nature Index
outputinAl. But datafromother sources show
theincreasingly influential role that companies
playinresearch.Inapaper publishedin Science'
last year, Nur Ahmed, who studies innovation
and Al at the Massachusetts Institute of Tech-
nology in Cambridge, and his colleagues, found
thatresearcharticles withone or moreindustry
co-author grew from22% of the presentations
at leading Al conferences in 2000 to 38% in
2020.Industry’s share of the biggest, and there-
fore most capable, Almodels went from11%in
2010 t0 96% in 2021. And on a set of 20 bench-
marks used to evaluate the performance of Al
models — such as their capabilities in image
recognition, sentiment analysis and machine
translation —industry alone, orin collaboration
withuniversities, had theleading model 62% of
thetime before 2017, a share that hasgrownto
91%since 2020. “Industryisincreasingly dom-
inating the field,” says Ahmed.

That growing dominance of the outputs of
Alresearchislargely aresult ofindustry’s mas-
sive advantage in funding. In 2021, US govern-
ment agencies (excluding the Department of
Defense) spent US$1.5billionon Al researchand
development, and the European Commission

spent €1 billion (US$1.1billion). Industry world-
wide spent more than US$340 billion.

This outlay has given industry a strangle-
hold on the three most important inputs:
computing power, large data sets and talent,
says Ahmed.

Companies have access to much greater
computing power thanacademicinstitutions,
including the ability to buy the graphics-
processing units (the most common chips
usedin Al) they need, or even design and man-
ufacture their own. This allows firms to create
much larger and more complex models than
theiracademic counterparts.In2021, industry
Al models were 29 times bigger, on average,
than academic models.

“Academiais the only place
whereresearchersstill have
theability toworkwithoutan
obvious roadmap to profit.”

Companiesalso haveaccesstomuchlarger
data sets with which to train those models
because their commercial platforms naturally
produce that dataas usersinteract with them.
“When it comes to training state-of-the-art
large language models for natural-language
processing, academia is going to be hard-
pressed tokeep up,” says Fabian Theis, acom-
putational biologist at Helmholtz Munich, in
Germany.

Lucrativesalaries, and the promise of being
abletoworkonthe cutting edge of Al technol-
ogy allows companies to snap up much of the
toptalent fromuniversities, while hiring inside
academic computer-science departments has
remained largely flat.

“Industry hiring is much higher than the
overall growth of computer science research
faculty,” says Ahmed. In 2004, just 21% of Al
PhDs at North American universities went to
workinindustry, butby 2020, that number was
almost 70%. This growing imbalance worries
someinacademia. The biggest concernis that
companies are by necessity focused on profits,

whichinfluences not only the kinds of Al prod-
uctstheyseek to develop, butalso theresearch
questions they ask in the first place. “If devel-
opments of major consequence for society are
driven primarily by short-term commercial
interests, we have a problem,” says Hoos.

Academic Al researchis needed to contrib-
ute to the development of a body of knowl-
edge that did not originate from acommercial
imperative, says Shannon Vallor, who stud-
ies the ethics of Al at the University of Edin-
burgh, UK. “Academiais the only place where
researchers still have the ability to work with-
out an obvious roadmap to profit,” she says.

Academics can provide a critical and dis-
passionate view on Aland be an independent
source of information on what works and what
doesn’t, as well as identifying the potential
harms of new technologies and how to mit-
igate them, says Vallor. Academics can also
help to align Al research with what is in the
public interest. “At the moment, there is a
deficit of Alapplications focused onthe kinds
of problems we most need to address,” says
Vallor — including challenges such as climate
change, health-care needs, and the social and
democratic stresses that have been amplified
by digital technologies.

Despite the importance of engaging with
the ethical and social consequences of Al,
many scholars are concerned that, because
oftheincentive structuresinplaceinindustry,
firms are underinvesting in research into the
responsible use of Aland failing toincorporate
the lessons from such research. An analysis®
by Ahmed and other colleagues confirms that
suspicion. Leading Al firms have significantly
lower output for responsible-Al research
compared with conventional Al papers. The
responsible-Al research they do performis
also narrower in scope and lacks diversity in
the topics addressed.

“Major Alcompanies demonstrate minimal
publicengagementinresponsible-Al research,
indicating that speed is prioritized over safety
in Al development,” says Ahmed. They also
found a disconnect between responsible-Al
research and its practical implementation.

Nature | Vol 633 | 19 September 2024 | 87



Artificial intelligence

index

“The Al products reaching the market show
limited influence from responsible-Al research
findings,” says Ahmed.

Companies had invested more heavily in
responsible-Alresearchin the past, says Vallor,
butthatinterest waned withtheboomingen-
erative Al, prompting a “race to the bottom”
to capitalize on the market. “The knowledge
aboutresponsible Alis all there, the problemis
thatlarge Alcompanies don’t have incentives
toapplyit,” she says. “But we could change the
incentives.”

Companies that develop and deploy Al
responsibly could face a lighter tax burden,
she suggests. “Those that don’t want to adopt
responsible-Alstandards should pay tocompen-
sate the public who they endanger and whose
livelihoods are being sacrificed,” says Vallor.

Aswe wait for new regulations, academiahas
animportant role to play in keeping an eye on
itsindustry colleagues. Academic studies that
identify and offer solutions forissues such as the
inherentbiasesbuiltinto Al systemsare needed
to help the field develop ina more responsible
direction. “There need to be checks and bal-
ances and they cannot be achieved by regula-
tion alone, there also needs to be scrutiny by
independent experts,” says Hoos. “It’s crucial
that similar expertise to that of industry exists
atpublicly funded institutions, like universities.”

For that scrutiny to happen, however, it is
imperative that academics have open access
to the technology and code that underpins
commercial Almodels. “Nobody, not even the
best experts, canjustlook atacomplex neural

network and figure out exactly how it works,”
says Hoos. “We know very little about the capa-
bilities and limitations of these systems, soiit is
absolutely essential that we know as much as
possible about how they are created.”

Theis says many companies are making

“Major Al companies
demonstrate minimal
engagementinresponsible
Alresearch.”

moves towards open access for their Al mod-
els, because they want more people to be
able to work with them. “It’s a core interest
forindustry to have people trained on their
tools,” he says. Meta, the parent company of
Facebook, for example, has been pushing for
more open models because it wants to better
compete with thelikes of OpenAland Google.
Giving people access to its models will allow
aninflow of new, creative ideas, says Daniel
Acufia, acomputer scientist at the University
of Colorado Boulder.

Butitisunrealisticto expect that companies
will give away all of their “secret sauce”, says
Hoos — another reason it is important that
academia retains the capability, in both tech-
nology and talent, to keep up with industry
developments.

Mutual benefits
Not everyone is overly concerned with

TOP10RISINGINSTITUTIONS INARTIFICIAL INTELLIGENCE

Among the institutions seeing the biggest increase in Al research output in the Nature Index is the Helmholtz
Association of German Research Centres, which has set up a specialist unit offering expertise and funding for

researchers that are using Al in their work.

Rank Institution Country Changein
Share 2019-23

1 Chinese Academy of Sciences China 158.04

2 Harvard University United States 92.49

3 Peking University China 71.06

4 Tsinghua University China 66.80

5 Zhejiang University China 63.95

6 Massachusetts Institute of Technology United States 61.24

7 Max Planck Society Germany 57.35

8 Helmholtz Association of German Research Centres Germany 53.39

9 University of Science and Technology of China China 49.99

10 Shanghai Jiao Tong University China 49.04

Note: Health sciences journals were added the Nature Index in 2022.
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industry dominating parts of Aldevelopment,
as they expect academics and companies to
find their way to an equilibrium. “It needs to be
clear that there are benefits for both sides” of
industry and academiabeing heavily involved
in Alresearch, says Theis.

Companies benefit from the freedom that
academics haveto pursue unexpected or high-
riskresearch directions, which could resultin
novel breakthroughs that solve some of the
problems their products face. “Some of the
limits of the current Al tools may not be over-
comewithoutaradically differentapproach,”
says Vallor. And that approach is more likely
to be found by researchers who are less con-
cerned with whether theirideas canbe turned
into a successful product.

Academics, for their part, although they are
free to pursue curiosity-driven projects, can
also gainknowledge and support fromindus-
try to help them solve interesting and tricky
problems. “It’s very common for trainees from
my and otherlabsto goto bigtech, or pharma,
to learn about the industry experience,” says
Theis. “There’s actually a back and forth and
diffusion between the two.”

Acuiia and his colleagues have studied the
differentapproachesofindustryandacademic
researchers to AP They analysed papers pre-
sented atavariety of Al conferences between
1995 and 2020 to see how the composition of
aresearch team was related to the novelty of
their work, anditsimpactinterms of citations
and models created.

They found that work by teams comprising
solely ofindustry researchers tends tobe more
highly cited and to result in state-of-the-art
models. Academic teams, in contrast, tend
to produce higher novelty work, with their
papers more likely to contain unconventional
and atypical ideas. Interestingly, academic-
industry collaborations tend to see similar
results toindustry teams, working on difficult
engineering problems that attractlots of cita-
tions but losing the novelty thatis the hallmark
of academic projects.

This division of labour, familiar to many
other fields of science, is why Acufia says he
is more optimistic than some others about
the future of Al research in academia. Even if
academics don’t have the resources or com-
puting power to build the biggest large lan-
guage models, they have the ability to do work
thatis even more novel and ground-breaking.
“Justgo crazy,” hesays. “Don’tdisregard afield
justbecause you'reinacademia, you havethe
freedom to do whatever you want.”

Keeping pace with industry

To make the most of that freedom, how-
ever, academics will need support — most
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importantly in the form of funding. “A strong
investmentinto basic researchmore broadly,
so it is not just happening in a few eclectic
places, would be useful,” says Theis.

Although governments are unlikely to be
able to match the huge amounts of money
being splashed around by industry, smaller,
more focused investments can have outsized
influence. “Canada’s Al strategy hasn’t cost
aton of money, but has been very effective,”
says Hoos. The country has invested around
Can$2billion (US$1.46 billion) in Alinitiatives
since 2016, and in 2024 announced plans to
spend another Can$2.4 billion over the next
fewyears. Much of that money is earmarked for
providing university researcherswith access to
the computing power they need for Al applica-
tions, tosupport responsible Alresearchand to
recruitand retain top talent. This strategy has
contributed to Canada’s ability to punch above
itsweightand remain near the top of the global
leaderboard in both academic research and
commercial development. It placed 7thin the
world for Nature Index outputin Al researchin
2023, and 9thin natural sciences overall.

Recruitment programmes such as the Can-
adaExcellence Research Chairsinitiative, which
offers up to Can$8 million over eight years to
enticetopresearchersinvarious fields to move
to,orremainin, Canada, and Germany’s Alexan-
der von Humboldt Professorships in Al, worth
€5 million over five years, have both helped to
shoreup Alresearchinthe countries. Hoos him-
selfholds one of the Humboldt professorships.

Europe is also home to several initiatives to
boost academic research in Al. Theis is scien-
tificdirector of Helmholtz Al, aninitiative run by
theHelmholtz Association of GermanResearch
Centres. The unit provides funding, computing
access and consulting for research labs to help
themapply Altoolstotheir work, suchas finding
new ways of using the large data sets they pro-
duceinareassuchasdrugdiscovery and climate
modelling. “Wewant toenableresearchersin Al
by democratizing access toit,” says Theis. “To
really accelerate those research labs.”

An even more ambitious plan has been put
forward by CLAIRE, the Confederation of Lab-
oratories for Artificial Intelligence Research
in Europe, which was co-founded by Hoos in
2018. The planis inspired by the approach in
physical sciences of sharing large, expensive
facilities across institutions and even coun-
tries. “Our friends the particle physicists have
the right idea,” says Hoos. “They build big
machines funded by public money.”

Hoos and his colleagues in CLAIRE have pro-
posed a‘moonshot’ planto create afacility to
provide the computing infrastructure neces-
sary for academic scientists to keep pace with
industry whenit comesto Alresearch —asort

FIRMINPUT

Research in artificial intelligence (Al) by US corporations had the highest Share in Nature Index journals in 2023.
But of the five countries with the highest corporate Al output, Japanese firms produced the most as a proportion

of the country’s total research in the database.
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RAPID PROGRESS

The growth of artificial intelligence (Al) research in Nature Index journals has been lightning fast, even allowing
for the database’s expansion to include health sciences in 2022. From 2019 to 2021, for instance, China’s Al Share
more than doubled. The gap between the United States and China is also rapidly shrinking.
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of CERN for Al, referring to the particle-phys-
icslaboratory near Geneva, Switzerland. They
estimate thatthe project wouldrequire around
€100 billion in funding from the European
Union over six years, an amount Hoos says is
quite reasonable compared with the cost of
the original moonshot — NASA’s Apollo space
programme, which cost about €240 billionin
today’s money — and to CERN itself. Such a
facility would be used to do Al research ‘out
in the open’, rather than in private company
labs, he says, making it fully transparent to the
public. And just like the Apollo programme
and CERN, it would have great benefitsto both
society and industry, he says.

Whatever approach is taken, keeping
publicly funded, independent academic

researchers at the forefront of Al progress is
crucial for the safe development of the technol-
ogy, says Vallor. “Alisatechnology that hasthe
potential to be very dangerous if it’s misused,
ifit doesn’t have the right guardrails and gov-
ernance, and if it’s not developed in responsi-
ble ways,” she says. “We should be concerned
aboutany Al ecosystem where the commercial
incentives are the only ones driving the bus.”

Brian Owens is a freelance writer based in
New Brunswick, Canada.
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