
Working memory is a fundamental cognitive 
process that allows us to hold on to infor-
mation temporarily as it comes through our 
senses. Like a small holding bin, working 
memory enables us to transiently store infor-
mation, such as the name of a person we’ve 
just met, a grocery list or facts that we’ve just 
learnt at a lecture. As with a small holding 
bin, however, it has a limited capacity and 
can store only a few memories at a time. Work-
ing memory is also remarkably fragile. Even 
minor distractors can often lead memories 
to seemingly disappear without a trace: think 
of how easily we forget the name of a person 
we’ve just met, after changing the topic of 
conversation. Although this core cognitive 
process has long been the topic of intense 
interest and investigation by neuroscientists, 
how the human brain manages information 
about items stored in working memory has 
remained poorly understood. On page 393, 
Daume et al.1 report their analyses of single 
neurons and neural populations in people par-
ticipating in a working-memory task, and pro-
vide fresh insights into how the human brain 
represents and controls the maintenance of 

information in working memory.
Two key areas of the brain — the medial 

temporal lobe and the frontal lobe — have 
emerged as candidate players in working 
memory. In humans, for example, memory-
specific activity patterns have been observed 
in neurons in the medial temporal lobe, which 
suggests that they have a role in memory stor-
age2–4. Other neurons, in parts of the frontal 

lobe, have been implicated in cognitive 
processes such as attention and maintenance 
of working memory5–7. In the current study, 
Daume and colleagues investigated how these 
areas interact to control working memory. 
They did this by recording the activities of indi-
vidual neurons using specialized intracranial 
electrodes, which were inserted in the frontal 
and temporal lobes of volunteers as part of 

planned neurosurgical care for monitoring 
epilepsy. This approach allowed the team to 
track single-neuron activities as the partici-
pants held several items (in this case, pictures) 
in working memory.

The authors found that certain neurons 
synchronized their firing activity in a process 
called phase–amplitude coupling, whereby 
the phase of a slower electrophysiological 
oscillation couples with the amplitude of a 
faster oscillation. Specifically, they identified 
subpopulations of neurons in the temporal 
lobe whose activity reflected the coupling 
between the phase of theta waves (oscillating 
at a frequency of 3 to 7 hertz) and the ampli-
tude of gamma waves (oscillating at 30 to 
140 Hz). Moreover, the degree to which these 
neurons coordinated their activity with the 
theta activity of neurons in the frontal lobe 
depended on the number of items that had 
to be held in working memory, and therefore 
reflected the degree of cognitive control that 
needed to be exerted (Fig. 1).

Notably, the authors also found that neurons 
that took part in phase-amplitude coupling 
were mostly distinct from ‘category’ neurons, 
which encoded information about the specific 
items being held in working memory. This 
provides evidence of a division between 
neurons that store information temporarily 
and those that control its maintenance. Finally, 
Daume et al. showed that neurons involved 
in phase–amplitude coupling influenced the 
activity patterns of the neuronal population. 
These patterns correlated with how accu-
rately the information about the items was 
held in memory and therefore how well the 
participants performed in the task.

Together, these findings are striking, 
because they suggest that working memory 
is supported by a multicomponent mechanism 
whereby frontal areas exert control over the 
maintenance of working memory in areas 
where memories are stored, such as the medial 
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Coupled brain waves 
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How does the human brain temporarily store information 
without losing track of it? Neuroscientists have discovered 
that neurons in the frontal and temporal lobes work together 
to hold information in working memory. See p.393

Figure 1 | Working memory in the human brain.  Daume et al.1 recorded 
neuronal activity in the brains of volunteers as they performed a task in which 
they had to hold one or more pictures (referred to as items) in working memory. 
The authors identified neurons in the medial temporal lobe whose phase of 
slower (theta, 3–7 hertz) activity was coupled to the amplitude of faster (gamma, 
30–140 Hz) activity. Interestingly, they found that these neurons coordinated 

their activities with the theta activity of neurons in the frontal lobe, and that the 
strength of this coordinated activity depended on the number of items that a 
participant had to remember, and how accurately they remembered them. The 
findings suggest that phase–amplitude coupling enables the frontal areas of 
the brain to exert control over temporal areas in which information about items 
held in working memory is processed and maintained.
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temporal lobe. The results also prompt many 
further lines of investigation. Why do humans 
have a limited working-memory capacity, 
and why do certain individuals have a better 
working memory than others do? How might 
different forms of information, such as names, 
faces and pictures, be optimally stored? 
Insights into how the frontal lobe exerts con-
trol over working memory could also indicate 
how memory failure originates, and could 
make way for new avenues of research aimed 
at developing treatments for conditions such 
as Alzheimer’s disease, in which working mem-
ory is often affected8,9.

This understanding of working memory 
could open up many exciting prospects in 
the field of human neurophysiology. These 
might include the development of closed-
loop neural prosthetics (self-modulating 
devices designed to replace a lost neuro-
logical function) that could modulate or 
enhance working memory. For example, 
it would be interesting to explore whether 
theta–gamma phase–amplitude coupling 
can be enhanced using precisely aligned 
deep-brain stimulations, or whether working 
memory can be improved in individuals with 
neurodegenerative disorders or conditions 
associated with traumatic brain injury.

Future research could also examine whether 
it is possible to limit the effects of distrac-
tors, or enhance working-memory capacity, 
through biofeedback — a therapeutic tech-
nique in which sensors are used to enable a 
person to monitor physiological changes, 
including patterns of neurological activity, in 
their own body. Daume and colleagues’ study 
provides fertile ground on which to begin 
investigating these possibilities — including 
how to remember the name of that person 
you just met.
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Improvements in the technologies and models 
available to investigate and monitor tumour 
growth should lead to biological insights 
and might pave the way for the development 
of more-effective clinical treatments. On 
page 450, Lorenzo-Martín et al.1 present a 
system for examining colon cancer. 

Tumours progress in a stepwise process, 
often transitioning through a series of stages 
defined by visible (histological) and molecu-
larly hallmarks that are accompanied by the 
accumulation of genetic changes and modi-
fications of DNA and its associated proteins 
(termed epigenetic alterations)2. Although 
the molecular basis of tumour formation has 
been studied extensively and is quite well 
understood, the precise cellular-adaptation 
mechanisms associated with the transitions 

between tumour stages remain elusive. For 
example, how do newly arising tumour cells 
adapt to having cancer-causing mutations in a 
seemingly normal tissue? How are the tumour 
and its surrounding microenvironment 
remodelled over the course of tumour pro-
gression? How are communications between 
tumour cells and normal cells rewired to pro-
vide a suitable home (spatial niche) in which 
the tumour can survive? 

A key barrier to understanding these cru-
cial steps is often attributed to the paucity of 
tumour models that recapitulate the complex 
spatiotemporal trajectories of human can-
cers. Over the past few decades, many model 
systems have been developed, each offering 
unique insights into cancer biology. These 
models range from conventional 2D cell lines 
grown in vitro in Petri dishes to sophisticated 
in vivo animal models and patient-derived 3D 

‘mini-tumours’ (groups of cells called tumour 
organoids)3. 

Each of these systems has inherent lim-
itations. For instance, in vitro models often 
lack the cellular diversity (heterogeneity), 
cellular adaptability (plasticity) and spatial 
organization found in in vivo models, whereas 
in vivo models provide limited opportunities 
for experimentally controlled perturbations, 
preclude highly detailed exploration of tran-
sition stages and are often expensive. Gaining 
a concise and comprehensive understanding 
of the various steps of tumour formation will 
therefore require model systems capable of 
offering the high throughput and practicality 
of in vitro models together with the cellular 
heterogeneity and spatial organization of in 
vivo systems. 

Lorenzo-Martín and colleagues present 
a strategy for solving this conundrum. The 
authors have developed a state-of-the-art bio-
logical system that harnesses organoids and 
the spatiotemporal controlled activation of 
cancer-associated genetic alterations, together 
with a bioprinting engineering approach, to 
collectively recapitulate the crucial steps of 
tumour initiation and growth in a system that 
closely mimics what happens in real organs.

As a first step, the authors used a previously 
developed bioengineered scaffold4 that pro-
vides a framework for colon cells that are being 
used to form a 3D organoid, so that the cells 
can grow into an organized pattern, called a 
mini-colon (Fig. 1). This system closely mirrors 
the architecture of the colon. Although it uses 
only epithelial cells, which line the colon, the 
approach enables the cells to self-assemble 
into key structures of the organ — a rudimen-
tary version of a gland called a crypt and the 
internal lining of the lumen (Fig. 1). 

To investigate the effect of frequently occur-
ring mutations associated with colorectal can-
cer, the authors built such mini-colons out of 
mouse intestinal organoids engineered to 
express a light-sensitive drug-inducible ver-
sion of an enzyme that can be used to selec-
tively manipulate gene expression through 
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Cells grown on a 3D scaffold have generated a ‘mini-colon’ that 
mimics key features of the organ. Controlled expression of 
cancer-associated genes in the system offers a way to examine 
tumour formation over space and time. See p.450

“This system provides 
notable advances in  
the opportunities  
available for studying  
how tumours develop.”
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