Mind the gap

Artificial intelligence has great potential to improve health care, but without careful implementation, only a privileged portion of society will benefit.

BY LINDA NORDLING

When data scientists in Chicago, Illinois, set out to test whether a machine-learning algorithm could predict how long people would stay in hospital, they thought that they were doing everyone a favour. Keeping people in hospital is expensive, and if managers knew which patients were most likely to be eligible for discharge, they could move them to the top of doctors’ priority lists to avoid unnecessary delays. It would be a win–win situation: the hospital would save money and people could leave as soon as possible.

Starting their work at the end of 2017, the scientists trained their algorithm on patient data from the University of Chicago academic hospital system. Taking data from the previous three years, they crunched the numbers to see what combination of factors best predicted length of stay. At first they only looked at clinical data. But when they expanded their analysis to other patient information, they discovered that one of the best predictors for length of stay was the person’s postal code. This was puzzling. What did the duration of a person’s stay in hospital have to do with where they lived?

As the researchers dug deeper, they became increasingly concerned. The postal codes that correlated to longer hospital stays were in poor and predominantly African American neighbourhoods. People from these areas stayed in hospitals longer than did those from more affluent, predominantly white areas. The reason for this disparity evaded the team. Perhaps people from the poorer areas were admitted with more severe conditions. Or perhaps they were less likely to be prescribed the drugs they needed.

The finding threw up an ethical conundrum. If optimizing hospital resources was the sole aim of their programme, people’s postal codes would clearly be a powerful predictor for length of hospital stay. But using them would, in practice, divert hospital resources away from poor, black people towards wealthy white people, exacerbating existing biases in the system.

“The initial goal was efficiency, which in isolation is a worthy goal,” says Marshall Chin, who studies health-care ethics at University of Chicago Medicine and was one of the scientists who worked on the project. But fairness is also important, he says, and this was not explicitly
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considered in the algorithm’s design. This story from Chicago serves as a timely warning as medical researchers turn to artificial intelligence (AI) to improve health care. AI tools could bring great benefits to people who aren’t currently served well by the medical system. For example, an AI tool for screening chest X-rays for signs of tuberculosis, developed by start-up Zebra Medical Vision in Shefayim, Israel, is being rolled out in hospitals in India to speed up diagnosis of people with the disease. Machine-learning algorithms could also help scientists to tease out which people are likely to respond best to which treatments, ushering in an era of tailor-made medicine that is likely to result in biased algorithms.

The obvious way to solve this problem is to give AI developers access to data from low-income countries. But doing so raises concerns related to data protection for vulnerable populations, says Naidu. Medical data is highly sensitive — information such as HIV status could be used to discriminate against certain populations, for instance. Naidu recalls feeling troubled by the eagerness he was met with when visiting a gathering of radiologists in the United States a few years ago. AI companies among the exhibitors “were very excited to hear that I was from Africa, and asked how they could get access to our data”, he says.

Companies offer to pay for such data, he says, which might tempt cash-strapped national health systems or individual researchers to part with patient data, perhaps without thinking hard about the rights of the those whose data they are sharing. A number of developing countries are introducing data-protection laws, but in those countries where law enforcement is lax, such regulations could be circumvented.

RUBBISH IN, RUBBISH OUT

Impaired access to care for certain people is just one way in which AI tools could widen the health gap globally. Another problem is making sure that AI-powered tools can be applied equally to different groups of people. Information from certain population groups tends to be missing from the data with which these tools learn, meaning that the tool might work less well for members of those communities. White, adult men are strongly over-represented in existing medical data sets, at the expense of data from white women and children and people of all ages from other ethnic groups. This lack of diversity in the data is likely to result in biased algorithms.

There are some efforts to plug these gaps. In 2015, the US National Institutes of Health (NIH) created the All of Us initiative with US$130 million in funding. The research programme aims to form a database of genetic and health data from one million volunteers, expanding the data sets available for guiding the development of precision medicine to provide better quality care for everyone in the United States. It specifically targets previously under-represented communities for data collection. As of July, more than 50% of the fully enrolled participants in the programme were from minority ethnic groups.

But even such diverse data sets might not translate to AI tools that can be rolled out reliably in low-income countries, where disease profiles often differ from those in high-income nations. In sub-Saharan Africa, women are diagnosed with breast cancer younger, on average, than are their peers in developed countries, and their disease is more advanced at diagnosis. Diagnostic AI tools trained on mammograms from Europe are primed to identify disease in its early stages in older women, therefore might not travel well, says Kuben Naidu, president of the Radiological Society of South Africa in Cape Town.

The obvious way to solve this problem is to give AI developers access to data from low-income countries. But doing so raises concerns related to data protection for vulnerable populations, says Naidu. Medical data is highly sensitive — information such as HIV status could be used to discriminate against certain populations, for instance. Naidu recalls feeling troubled by the eagerness he was met with when visiting a gathering of radiologists in the United States a few years ago. AI companies among the exhibitors “were very excited to hear that I was from Africa, and asked how they could get access to our data”, he says.

Companies offer to pay for such data, he says, which might tempt cash-strapped national health systems or individual researchers to part with patient data, perhaps without thinking hard about the rights of the those whose data they are sharing. A number of developing countries are introducing data-protection laws, but in those countries where law enforcement is lax, such regulations could be circumvented.

Of course, privacy isn’t just a worry in developing countries. Even in nations with strong data-protection legislation, such as the United States, keeping personal data private might be harder than expected. The University of Chicago is currently facing a class-action lawsuit for sharing patient records with Google. The project stripped out identifiers such as social security numbers and names from the data, in
One way to ensure that AI tools don’t worsen health inequalities is to incorporate equity into the design of AI tools. The University of Chicago Medicine data team did this after discovering the issues with its proposed hospital-discharge optimization algorithm. Its data science unit now partners closely with the university’s diversity, inclusion and equity department. This means addressing equity in AI is not an afterthought “but rather, a core of how we implement AI in our health system,” says John Fahrenbach, a data scientist with the university’s Center for Healthcare Delivery Science and Innovation.

Fahrenbach worries that not enough attention is being paid to equity in the design of most machine-learning models. “There are so many machine-learning models in health care being developed, deployed and pitched, and I rarely hear them even mention these concerns. This really has to change and formalized regulation is likely the best way for this to happen,” he says.

There is some way to go in this respect. The UK’s National Health Service has received criticism for not giving enough attention to the potential for AI to widen health gaps in its updated Code of Conduct for Data-driven Health and Care Technologies, released in February. Similarly, the US Food and Drug Administration (FDA), which regulates and approves new medical technologies, has been urged by the American Medical Association to highlight bias as a significant risk of machine-learning in its approval process for medical software. A modification to the process, proposed in April, would allow AI tools that continually improve their performance by learning from new data to do so without having to undergo another review by the FDA.

Some research funders are tackling the issue head on, by launching research programmes to study how the introduction of AI tools affects access to care and its quality. Wellcome, a London-based biomedical charity, launched such a programme in June this year. The £75-million (US$90-million), five-year programme will look at ways to make sure that innovations in the use of health data will benefit everyone — not just in the United Kingdom, but also in other parts of the world, such as East and Southern Africa and India, where Wellcome has a strong presence.

Determining whether patchy or biased data could be resulting in unequal health care will play a part in the programme, says Nicola Perrin, head of data for science and health at Wellcome, but it won’t be the primary focus. The initiative will drill down into how the unique make-up of individual hospitals — such as the availability of doctors, medicine or equipment, and the hospital’s relationship with the communities that depend on it for care — affects whether the AI tools deliver.

“That’s the bit that’s always neglected, the unglamorous, unsexy part,” she says. In developing countries, especially, it’s about making sure that tools are actually meeting demand on the ground, and building trust and buy-in from the communities they are intended to help, she says. “We need to understand people’s expectations, and where the boundaries should be.”

This point echoes that of Naidu. Rolling out health-care tools in developing countries is never easy, he says, and it requires an intimate understanding of the existing bottlenecks in the health system. For example, the AI that can identify people with tuberculosis from chest X-rays, primed for use in India, could also save time, money and lives in South Africa — especially in rural areas where there aren’t specialists to examine such images, he says. But to obtain images in the first place, communities will need X-ray machines and people to operate them. Failure to provide those resources will mean that AI tools will simply serve those already living near better-resourced clinics.

Ferryman thinks it is right to be cautious about new medical technologies. “There is no absolute guarantee that the tools will have benefits that outweigh the potential harm they can do,” she says. But she also thinks that most people working in health care in the United States want a more equitable system. Health systems are built around highly trained specialists whose primary motivation is caring for people, and many doctors are hungry for innovations that make the system fairer, she says. “That gives me hope.”
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