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B Y  N E I L  S A V A G E

The faster a person is diagnosed after a 
stroke, the sooner they can be treated and 
the more cognitive function can be pre-

served. But it takes time to identify the problem 
from a brain scan — an average of 87 minutes 
after the images have been captured, for cases 
flagged as urgent, according to one study1. In 
that time, tissue dies. Researchers have found 
that someone experiencing a stroke that cuts off 
flow through a large blood vessel will typically 
lose 120 million neurons, 830 billion synapse 
connections and 714 kilometres of nerve fibre 
in 1 hour — the equivalent of ageing by about 
3.5 years2.

Cutting down the time it takes radiologists 
to diagnose people with stroke, therefore, 
could lead to better outcomes. “They notify me 
sooner and I can operate,” says Eric Oermann, a 

neurosurgeon at Mount Sinai Health System in 
New York City. Oermann, who directs Mount 
Sinai’s artificial-intelligence (AI) consortium, 
AISINAI, has been studying whether the 
technology can help to speed up diagnosis.

He and his colleagues ran computed 
tomography (CT) images of brains through a 
type of AI known as a deep neural network1. 
First, the system was shown images anno-
tated by radiologists and interpreted using a 
natural-language processing tool developed 
by Oermann and radiologist John Zech, now 
of Columbia University in New York City. 
Oermann’s hope was that, given enough exam-
ple images to study, the algorithm would learn 
to identify features that distinguish a healthy 
brain from one experiencing an ischaemic 
stroke, a haemorrhagic stroke or the build-up 
of fluid known as hydrocephaly. 

Their system was unable to match the 

accuracy of a radiologist in diagnosing these 
three conditions. But it was good at quickly 
flagging brain scans that it deemed in need 
of attention — and therefore could be used 
to alert radiologists to examine urgent cases 
more rapidly. That, Oermann says, can make 
a big difference. Brain scans often sit waiting 
to be examined by radiologists for four hours 
or longer. If the system reshuffled the queue 
according to its assessment of urgency, the wait 
for a radiologist’s examination could shrink to 
just a few minutes for the most urgent cases, he 
says.

Oermann’s view is that AI will have a major 
impact on medical care. “I think everyone 
knows it’s going to radically change medicine 
in the twenty-first century,” he says. Indeed, 
researchers at hospitals, universities, small 
start-ups and computing giants are studying 
ways to use AI to identify and classify vari-
ous conditions — from breast cancer and rare 
genetic disorders to depression. And although 
most algorithms with highly accurate diagnostic 
capabilities are years away from the clinic, a few 
might be much closer.

FIELD OF VISION
The promise of AI lies in its powerful ability to 
identify patterns that can elude humans, either 
because the signs are too subtle or because 
they emerge only from huge sets of data. The 
technology has become more viable in the past 
decade through the use of deep neural networks, 
which are built to mimic the brain. In these, 
the nodes that make up the network represent 
individual neurons, connected by a mathemati-
cal weight that represents synapses. To train a 
neural network, researchers provide an input 
of example images, such as brain scans. This 
is translated into a set of numbers that might 
describe where each individual pixel in a scan 
falls on a 100-point scale from black to white. 
A hidden layer of nodes multiplies those input 
values by the weight of the connections and pro-
duces a numerical output. This is compared to 
the input, the weights are adjusted to make the 
two agree better, and the process is repeated. 
Eventually, the system develops a mathematical 
model of what a brain haemorrhage looks like, 
and can say how closely a new scan resembles 
the images on which it was trained.

Saeed Hassanpour, an electrical engineer who 
studies biomedical data science at Geisel School 
of Medicine at Dartmouth College in Hanover, 
New Hampshire, trained a neural network to 
classify a common type of cancer called adeno-
carcinoma from microscope slides containing 
samples of lung tissue3. How this condition is 
treated depends on the grade and stage of the 
tumour, but making that determination can 
be tricky. Affected cells can fall into any of five 
distinct subtypes, and most tumours contain 
a mixture. Some subtypes are associated with 
high survival rates, but if even a small number of 
cancer cells are of the deadlier variety, treatment 
must be more aggressive. Often, pathologists do 
not agree on what they’re seeing.

D I A G N O S T I C S

Tech support
Artificial-intelligence technology could help radiologists and 
pathologists to diagnose disease.

Computed tomography scan of a brain showing a haemorrhage (red region) that caused a stroke. 
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Hassanpour trained a neural network using 
a set of slides on which three Dartmouth 
pathologists had labelled the cellular patterns 
they saw. The neural network was then given a 
set of unannotated slides and asked to identify 
subtypes for itself. For any slide, it had a 66.6% 
chance of agreeing with at least one patholo-
gist — slightly better than the 62.7% agreement 
between pathologists.

Such algorithms are unlikely to put humans 
out of a job, and that’s not Hassanpour’s aim. 
“I don’t think it’s going to be stand alone,” 
he says. A system that just flags people who 
require special attention could be a powerful 
tool, says Stephen Yip, a neuropathologist at the 
University of British Columbia in Vancouver, 
Canada. In a set of 20 slides, an algorithm might 
identify 3 that contain an abnormality needing 
further examination. The pathologist could 
concentrate on these flagged slides, leaving the 
images less likely to show signs of a problem 
until later. “I tell people that machine learning 
is not going to replace their job, but it’s going to 
make their job easier,” Yip says.

EARLY OPPORTUNITIES
One reason neural networks can’t yet 
outperform humans is that the models are 
trained to interpret just one type of information, 
whereas physicians consider many factors when 
they make a diagnosis. “Almost all diagnoses in 
medicine are done using all the information 
at hand, which is rarely to never a single test,” 
Oermann says. Knowing whether a person 
came in with headaches or as a result of a motor 
vehicle accident, for instance, will lead a radiolo-
gist to look at a brain scan differently.

Truly powerful automated diagnostic systems 
will come when researchers integrate multiple 
data types into the same model, says Yip. This 
could include not only pathology and radiol-
ogy, but also genomics, electronic health records 
and even lifestyle data. “You really need multiple 
levels of data for us to discover something that’s 
truly amazing,” he says.

In the few cases in which a single test can 
discover the presence of a disease, AI-based 
diagnostics might be just around the corner. 
Researchers at Google, for instance, are training 
computers to identify the eye disease diabetic 
retinopathy from images of people’s retinas, as 
do ophthalmologists. And Oermann says that, 
for diagnoses that are based solely on examin-
ing samples on slides — such as identifying 
cancerous tissue — using AI to make the call 
“is completely realistic.”

Pathologist Andrew Beck agrees. He left 
his faculty job at Harvard Medical School 
to co-found PathAI, a start-up in Boston, 
Massachusetts, that is trying to automate diag-
nosis. “The images themselves just contain so 
much data,” he says, and neural networks are 
becoming ever-better at ferreting out all the 
information. He works with pharmaceutical 
companies that are developing immunothera-
pies to target programmed death-ligand 1 
(PD-L1), a protein that lets cancer cells evade 

the immune system. Pathologists stain tissue 
and then count individual cells that express 
PD-L1, but an AI system should be able to do 
that with great precision, as well as capturing 
other information a human would not, such 
as the spatial relationships between cells. The 
system could then use those data to predict 
whether a particular drug would be effective 
for an individual patient. “It really is a very 
different type of data that we can now extract 
out of these images,” Beck says.

HUNGRY FOR DATA
One factor standing in the way of using deep 
learning in medicine is the dearth of data sets 
of sufficient size to train and test the models. 
Part of the reason that AI became so good at 
recognizing objects in photos is that the inter-
net is awash with images. ImageNet, a tool that 
is used to train many neural networks, con-
tains upwards of 14 million photos, all of them 

labelled by people to 
tell the machine what 
they show. Data sets 
from medical imag-
ing are growing, but 
are a fraction of the 
size. Oermann and 
his team trained their 
system on 96,000 cra-
nial CT scans. But for 

his model to outperform humans, he says, he 
would have needed perhaps ten times as many. 
In pathology, even fewer images are available, 
Hassanpour says. Digitizing slides has long 
been expensive and time-consuming, although 
hospitals are doing more of it as costs fall and 
technology improves.

Another problem is labelling the images. 
ImageNet developed its labels using the 
Amazon Mechanical Turk crowdsourcing 
platform to hire people to circle cats, lamp 
posts and noses in photos at a cost of pennies 
per image. But circling tumours or lympho-
cytes in medical images requires trained 

specialists. One way to accelerate this process 
in medical imaging is an approach called 
active learning. In this method, the computer 
is shown weakly labelled images that state 
only whether an image contains a haemor-
rhage or not, for instance. The algorithm then 
attempts to label the affected areas in each 
image. Specialists add labels where the com-
puter came up short and remove those placed 
in error, and these images are used for a new 
training round. After a few repeats, the result 
is a well-labelled set of images.

Oermann is also experimenting with using 
synthetic data for initial training of his system, 
which can then be refined using real medical 
data. Scientists developing algorithms for self-
driving cars have taken a similar tack, training 
their models on the video game Grand Theft 
Auto before showing them actual roads4.

Before AI systems can be used in medicine, 
they will have to go through clinical trials to 
establish their validity. “Health care in general 
is very sensitive, and we need to make sure 
that the model actually provides the value and 
benefit to clinicians and, more importantly, 
the patient,” Hassanpour says. But the need to 
lessen the diagnostic burden on pathologists 
and clinicians is clear. Advances in precision 
medicine, Beck says, will bring more diagnostic 
tests and more treatment options, and will only 
increase the workload. “Demand’s going to go 
up, not down,” he says.

For now, however, AI systems will be there 
to help doctors to make a diagnosis, not to put 
them out of a job. “There’s a lot of human factors 
that go into health care,” Yip says. “Nothing can 
replace the human touch.” ■

Neil Savage is a freelance writer based in 
Lowell, Massachusetts.
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John Zech, now at Columbia University, New York City, helped to develop code for the AISINAI project.

“I tell people 
that machine 
learning is not 
going to replace 
their job, but it’s 
going to make 
their job easier.”
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