
required, with a focus on the size distribution 
of mineral grains, to attain a well-constrained 
assessment of the olivine composition7.

In future work, Li et al. should characterize 
at the landing site not only soil samples but also 
samples of rock. This task could be carried out 
through a comprehensive in situ exploration 
of the area that surrounds the Chang’e-4 land-
ing site, with the acquisition of reflectance 
spectra from selected bedrock targets. Such 
exploration is also crucial to better document 
the geological context of the detected materi-
als, so that potential issues that might call into 
question the authors’ interpretation of their 
results can be addressed. These issues include 
the possibility that the impact that created the 
South Pole–Aitken Basin led to the formation 
of a massive sheet of melted rock that is tens 
of kilometres thick and has compositionally 
distinct layers8,9. Another complexity could 
arise from the regional emplacement, after the 
formation of the South Pole–Aitken Basin, of 
cryptomaria10 (lava flows buried by subsequent 
crater ejecta).

Nevertheless, Li and colleagues’ results are 
thrilling and could have considerable impli-
cations for characterizing the composition of 
the Moon’s upper mantle11–13, and for establish-
ing constraints on characteristics of the lunar 
magma ocean that would have varied with 
time. Such characteristics include the ocean’s 
depth, its rate of cooling and its rate of evo-
lution — the latter of which is controlled by 
magma viscosity, convection processes and 
the subsequent development of instability. In 
a broader sense, the authors’ findings might 
also affect our understanding of the formation 
and evolution of planetary interiors. It is of the 
utmost importance to make progress towards 
unpacking the geology of the lunar far side, 
expanding our fundamental knowledge of the 
Moon’s formation and the origin of the crustal 
asymmetry that exists between its near and far 
sides14, and preparing future sample-return 
missions. ■
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J Ü R G E N  B E R G E S

Devices known as universal quantum 
computers can be programmed to 
run different algorithms, thereby 

dispensing with the need to build new quan-
tum computers for different functions. Fully 
fledged digital quantum simulations on such 
a device would allow substantial progress to 
be made in a wide range of disciplines, from 
quantum chemistry and materials science to 
fundamental high-energy physics. However, 
for this approach, it remains difficult to incor-
porate the many quantum bits (qubits) that 
are required for complex simulations. By con-
trast, large-scale analog quantum simulators 
already exist in today’s laboratories. But, unlike 
their digital counterparts, these simulators are 
not programmable in general, and are often 
considered to be dedicated, single-purpose 
machines. Now, on page 355, Kokail et al.1 
report a programmable analog quantum sim-
ulator that is versatile and has the potential to 
be scalable.

The authors’ simulations run on a combi-
nation of a classical digital computer and an 
analog quantum processor. The latter does the 

hard work of preparing trial states — quantum 
states that are used to evaluate physical quanti-
ties. The classical computer analyses the results 
of these evaluations, with the aim of optimiz-
ing certain adjustable (variational) parameters 
on which the trial states depend. This com-
puter then suggests improved parameters to 
its quantum co-worker in a feedback loop. In 

the study, the quan-
tum device contains 
a line of atomic ions 
that each represent a 
qubit. Such trapped 
ions can be used for 
analog simulations 
of other quantum 
systems, which can 
be very different from 
the ions themselves.

Kokail and colleagues use this set-up to carry 
out quantum simulations of the ground state 
of electrons coupled to light — a system that is 
described by the theory of quantum electrody-
namics in one spatial dimension. Some of the 
authors were involved in the first digital simu-
lation of this theory, on a four-qubit universal 
quantum computer2. By contrast, the current 

set-up includes up to 20 qubits. And although 
it is non-universal, the same analog quantum 
simulator could be used to study a wide range 
of models that can be defined on a lattice in 
condensed-matter and high-energy physics. 
These applications are restricted only by gen-
eral requirements, such as the symmetries of 
the physical system to be simulated.

Similar hybrid classical–quantum 
algorithms have been demonstrated, using 
up to six qubits, in quantum chemistry, 
condensed-matter physics and high-energy 
physics3–5. With regard to the key property of 
potential scalability, the computational capa-
bilities of the classical computer involved can 
be very restrictive. However, Kokail et al. show 
a promising way forward, which is mainly 
based on identifying and using approximate 
physical symmetries to reduce the number 
of variational parameters that need to be 
determined by the classical computer.

Kokail and colleagues also address the 
crucial question of how to verify that the out-
come of a large-scale quantum simulation is 
correct. In addition to computing the mean 
energy of the ground state in their set-up, the 
authors calculate how much the energy var-
ies from this mean value. They find that the 
variance is small enough for the results to be 
considered reliable. The ground-state energy 
of quantum electrodynamics might not seem 
the best example with which to demonstrate 
the power of the authors’ approach — in prin-
ciple, the results in this case could be obtained 
on any ordinary computer using standard 
classical-simulation techniques. But it is 
precisely this fact that makes the example a 
valuable test case.

There are many other pressing problems 
for which simulators involving analog quan-
tum devices could be a game-changer. An 

Q U A N T U M  P H Y S I C S

Scaling up quantum 
simulations
It is difficult to carry out and verify digital quantum simulations that use many 
quantum bits. A hybrid device based on a digital classical computer and an analog 
quantum processor suggests a way forward. See Article p.355

“There are 
many pressing 
problems 
for which 
simulators 
involving analog 
quantum devices 
could be a game-
changer.”
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T O D D  O .  Y E A T E S

A combination of ideas from geometry, 
computer science and molecular 
biology is ushering in a golden age 

for the design of nanometre-scale materials 
made from protein building blocks1. Natu-
rally occurring cellular and viral structures 
highlight the diverse architectures that can 
be formed from protein molecules, and also 
hint at possible technological applications for 
designer proteins with predetermined shapes2. 
On page 439, Malay et al.3 report the produc-
tion of a surprising and extraordinary protein 
structure: a cage-like architecture composed 
of 264 protein subunits held together at their 
edges by gold ions.

Efforts to make geometric protein architec-
tures have generally focused on symmetrical 
3D shapes. In particular, the Platonic solids4 — 
which include the tetrahedron, cube and icos-
ahedron — have provided strategic design 
targets owing to their geometric simplicity5. 
These architectures can be realized by arrange-
ments in which multiple protein sub units 
occupy identical spatial environments in the 
protein assembly. 

Cubes, for example, have been constructed6–8 

from protein trimers (complexes of three iden-
tical protein subunits). Each trimer occupies 
a corner of a cube, so that eight of them are 
needed to form the complete shape (Fig. 1a). 
Each subunit in a trimer can contact a subunit 
from another trimer along one of the edges of 
the cube. Those contacts are all identical, and 
hold the assembly together. 

All three types of symmetry embodied by 
the Platonic solids — tetrahedral, octa hedral 
and icosahedral — have been assembled 
using protein building blocks6–9. But the 
family of Platonic solids consists of just five 
shapes, which limits the architectures that 
can be made, and also constrains the geom-
etries of the protein building blocks that 
can be used to construct them. This raises 
the question of what other shapes could be 
constructed using building blocks whose 
geometries make them unsuitable for making 
Platonic solids. A membrane-protein assem-
bly described in 2014 showed evidence of 
unusual possibilities10.

Enter Malay et al., who started with a 
naturally occurring protein that forms a ring-
shaped assembly containing 11 identical cop-
ies of the protein molecule (an undecamer). 
They engineered the protein’s sequence to 

incorporate a cysteine amino-acid residue, 
which has a thiol group (SH) in its side chain. 
The resulting undecamer ring therefore pre-
sents 11 thiol groups around its perimeter. 
Thiol groups can bind to metal atoms, so the 
perimeter thiol groups allow multiple unde-
camers to assemble into larger structures 
through thiol–metal interactions. 

Malay and colleagues observed that the 
undecamers assembled into cage-like struc-
tures when mixed with a source of either 
gold or mercury ions. The authors knew that 
the 11-fold symmetry of the undecamers 
was incompatible with the construction of a 
Platonic solid, but the flexibility and revers-
ibility of metal-mediated interactions could 
allow a diverse range of other architectures 
to form11. Characterizing the structure was 
challenging, but the researchers ultimately 
succeeded in visu alizing it in atomic detail 
using cryo-electron microscopy.

The structure is of a type not seen before in 
molecular systems: 24 copies of the 11-mem-
bered ring are held together by specific 
inter actions between the rings. Malay et al. 
identified the arrangement as a snub cube, 
which belongs to a group of polyhedra known 
as Archimedean solids4. The vertices in Archi-
medean solids are all equivalent, but the faces 
and edges can be of distinct types.

Each vertex in the snub cube is connected by 
the edges to five other vertices, but — in con-
trast to the case for Platonic solids — the angles 
between the connections at a given vertex are 
not all the same. Instead, one of the angles is 
larger than the other four (Fig. 1b). Fortui-
tously for Malay et al., the edges of the snub 
cube very nearly match up with the alterna-
ting ‘spokes’ that radiate from the centre of an 
undecagon to its edges. This means that one 
of the authors’ undecamers can be placed at 
each of the 24 vertices of a snub cube to make 

example of such a problem is the Hubbard 
model6, which is a model of the dynamics 
of electrons arranged on a periodic lattice. 
Despite its simplicity and potential for use 
in a variety of technological applications, the 
Hubbard model remains a difficult problem 
in general. Electrons are fermions — particles 
whose key property is that only one of them 
can occupy a particular quantum state at any 
given time. Such behaviour is most efficiently 
simulated using an analog device, rather than a 
digital one. It is an exciting prospect for future 
applications that fermions could be incor-
porated into Kokail and colleagues’ versatile 
set-up, with the help of a quantum processor 
containing ultracold fermionic atoms.

In general, large-scale analog quantum 
simulators could be much more versatile 
than anticipated on the basis of their behav-
iour with only a few qubits. This is because 
quantum many-body systems can behave very 
differently from few-body ones. For instance, 
in high-energy physics, the ‘empty’ vacuum 

is already a complex quantum system that 
requires a huge number of qubits to simu-
late it. However, only a small subset of the 
microscopic details of the underlying theory 
is relevant for the computation of measurable 
physical properties, using a concept known as 
the renormalization program of quantum field 
theory7. As a result, for an analog quantum 
simulation of such an underlying theory, many 
of the detailed properties of the device have no 
effect on the outcome of the simulation.

An extreme case is when the dynamics of 
a quantum many-body system becomes fully 
‘universal’. Here, universality means that certain 
measurable properties have no dependence 
on microscopic details. Then, a single analog 
quantum device could be used to simulate 
all physical systems that belong to the same 
universality class, subject only to general 
requirements such as physical symmetries. This 
concept is well established for some ground-
state or static properties. But universality has 
now been extended to run analog quantum 

simulations of dynamical aspects far from the 
ground state, such as the dynamics of the early 
Universe, with the help of ultracold atoms8,9.

As Kokail and colleagues point out, future 
developments might bridge or even close some 
of the gaps between the concepts of analog and 
digital quantum simulation. The authors’ work 
is a key step in that direction. ■
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M O L E C U L A R  E N G I N E E R I N G

Protein assembles into 
Archimedean geometry
A natural protein has been engineered to self-associate into an architecture 
previously unknown among biological molecules: a cage structure based on one 
of the classic polyhedra identified by Archimedes. See Letter p.439

3 4 0  |  N A T U R E  |  V O L  5 6 9  |  1 6  M A Y  2 0 1 9

NEWS & VIEWSRESEARCH

©
 
2019

 
Springer

 
Nature

 
Limited.

 
All

 
rights

 
reserved. ©

 
2019

 
Springer

 
Nature

 
Limited.

 
All

 
rights

 
reserved.




