
LPS is an essential component of the cell  
surface of a subset of bacterial pathogens called 
Gram-negative bacteria. 

Using genetically mutated bacteria and puri-
fied sugar molecules, the authors sought to 
pinpoint the molecules in the LPS bio synthetic 
pathway that stimulate NF-κB activation. They 
found that the presence of bacterial sugars, 
including ADP-β-d-manno-heptose (ADP-
Hep) and d-glycero-β-d-manno-heptose 
1,7-bisphosphate (HBP), in the host-cell 
cytoplasm triggered NF-κB activation. 
This is consistent with a study5 of Neisseria 
meningitidis bacteria that demonstrated that 
HBP can trigger NF-κB responses in host cells. 
Crucially, Zhou et al. showed that ADP-Hep 
is 100 times more potent than is HBP at acti-
vating NF-κB. They found that addition of 
ADP-Hep to the extracellular environment 
of host cells can activate NF-κB, suggesting 
that dedicated host-cell transporter proteins 
deliver ADP-Hep to the host’s cytoplasm.  

No PRR was known to recognize ADP-Hep. 
To search for one, the authors used a gene-
editing approach to conduct a screen in which 
they generated random mutations in host cells 
and tested whether the mutations affected 
ADP-Hep recognition. They uncovered two 
candidate genes that respectively encode the 
kinase enzyme ALPK1 and the protein TIFA, 
and showed that these are required for NF-κB 
activation in response to ADP-Hep in host cells 
(Fig. 1). A previous study had revealed5 that 
TIFA is required for recognition of HBP from 
N. meningitidis. ALPK1 and TIFA signalling 
has also been linked to HBP-dependent host 
activation of NF-κB in response to infection by 
the bacteria Shigella flexneri6 and Helicobacter 
pylori7. Using biochemical approaches, Zhou 
and colleagues demonstrated that ADP-Hep 
binds directly to the amino terminus of ALPK1. 
The authors solved the X-ray crystal structure 
of ALPK1 in a complex with ADP-Hep, and 
validated their structural model by testing 
the effect of mutations in ALPK1 that were 
predicted to impair its binding to ADP-Hep. 

Zhou et al. also generated ALPK1-deficient 
mice. The NF-κB-dependent production of 
cytokines was significantly reduced in these 
animals after challenge with either ADP-Hep 
or the pathogenic bacterium Burkholderia ceno-
cepacia, compared with results seen in animals 
that were not deficient in ALPK1. Moreover, the 
number of bacteria in the lungs of mice infected 
with B. cenocepacia was higher in  ALPK1- 
deficient animals than in wild-type mice.

Perhaps Zhou and colleagues’ most striking 
finding is that mammalian adenylyltransferase 
enzymes, specifically those of the NMNAT 
family, catalyse a reaction that converts HBP 
into a molecule called ADP-heptose 7-P, which 
can act as a ligand by binding to ALPK1. Previ-
ous work5 had suggested that HBP is a PAMP 
that can directly activate NF-κB. Although 
HBP can be defined as a PAMP, given that it 
is a bacterially derived molecule that triggers 
a host response, Zhou and colleagues’ data 

indicate that HBP must be converted to 
ADP-heptose 7-P by host enzymes to trigger 
this response. The authors report slight dif-
ferences in the way in which ADP-Hep and 
ADP-heptose 7-P bind to ALPK1, and use these 
differences to demonstrate why ADP-Hep and 
not HBP or ADP-heptose 7-P is the relevant 
ligand for ALPK1-mediated NF-κB activation, 
at least in Y. pseudotuberculosis infection. 

Zhou and colleagues’ findings have impor-
tant implications. Evidence that ADP-Hep 
is a PAMP adds to a growing awareness that 
bacterial metabolites can act as PAMPs. Given 
that ADP-Hep is needed to synthesize an 
essential component of the outer membrane 
of most Gram-negative bacteria, this makes it 
an ideal PAMP. However, it is not known how 
this molecule, which is normally found inside 
the bacterium, reaches the cytoplasm of the 
host cell. In Y. pseudo tuberculosis, this process 
requires the T3SS, although it is unclear 
whether ADP-Hep is actively transported 
or accidentally leaks through the T3SS, or 
whether it enters by the pores that the T3SS 
generates in the host-cell membrane. 

The authors report that bacterial species that 
lack a T3SS can still trigger the ALPK1 path-
way in an ADP-Hep-dependent manner, con-
sistent with the ability of purified ADP-Hep to 
activate the pathway by an extracellular route. 
This suggests that a dedicated transport system 
might exist that allows the host cell to sample 
its extracellular surroundings for the presence 
of this PAMP, similar to the way in which cer-
tain extracellular PAMPs are transported to the 
cytoplasm for recognition by host proteins8.

Why does bacterial ADP-Hep exposure 
occur if it activates the innate immune system? 
Perhaps its release is needed to fulfil some as 
yet unknown function. Pathogens often evolve 
mechanisms to evade or thwart an immune-
system response. If pathogens have evolved 

strategies to avoid triggering an ADP-Hep-
mediated immune response, understanding 
such strategies might suggest new therapeutic 
approaches to fight bacterial infections.  

The authors’ observation that host enzymes 
can convert bacterial metabolites that have 
poor immune-activating characteristics into 
potent PAMPs offers a new perspective on the 
evolutionary battle between pathogens and 
their hosts. Although Zhou et al. show that 
ADP-Hep is the relevant immune-triggering 
ligand for Y. pseudotuberculosis infections, it 
remains to be seen whether HBP is converted 
into ADP-heptose 7-P during other bacterial 
infections. This issue is particularly relevant for 
pathogens (for example, Shigella) that invade 
the host-cell cytoplasm and that might shed 
PAMPs such as HBP directly into the cyto-
plasm. Zhou and colleagues’ work also offers a 
fresh perspective on the types of molecule that 
can act as PAMPs or their PRRs, and where 
and how researchers should be searching for 
such molecules. ■
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C H E M I C A L  B I O L O G Y

DNA tags light up 
sugars on proteins
Methods for imaging sugars attached to proteins — the protein glycoforms — are 
of interest because glycoforms affect protein movement and localization in cells. 
A versatile approach is now reported that uses DNA as molecular identity tags.

T A D A S H I  S U Z U K I

The attachment of sugar molecules 
to proteins is one of the most com-
mon protein modifications, found in 

all domains of life. Sugars attached to pro-
teins are called glycans, and modulate the 
physicochemical and physiological prop-
erties of the carrier proteins1. But tracking 

and visualizing glycoforms — the specific 
patterns of sugars attached to a protein — in 
cells is challenging, particularly if you want to 
visualize several different glycoforms at once. 
Writing in Angewandte Chemie, Li et al.2 now 
report a method for doing this that relies on the 
dynamic interactions of a set of DNA codes.

Since the early 1990s, the use of fluorescent 
tags as labels for proteins has revolutionized 

3 8  |  N A T U R E  |  V O L  5 6 1  |  6  S E P T E M B E R  2 0 1 8

NEWS & VIEWSRESEARCH

©
 
2018

 
Springer

 
Nature

 
Limited.

 
All

 
rights

 
reserved. ©

 
2018

 
Springer

 
Nature

 
Limited.

 
All

 
rights

 
reserved.



how cell biologists analyse protein movement 
and localization in cells3,4. But even though the 
types of glycan attached to proteins can affect 
their movement and localization, it has been 
difficult to visualize any particular glycoform. 
One way in which researchers have attempted 
to solve this problem is by using a technique 
called fluorescence resonance energy transfer 
(FRET). In this technique, a fluorescent mol-
ecule (a fluorophore) is attached to a protein of 
interest and a second fluorophore is attached 
to a specific sugar; fluorescence occurs only if 
the two molecules come into close proximity 
through the attachment of the sugar to the pro-
tein5–8. However, the need to use two different 
fluorophores can limit applications, for exam-
ple by making it difficult to detect multiple 
glyco forms of a protein in the same experiment.

Li et al. overcome this problem using an 
approach that they describe as a hierarchi-
cal coding strategy, in which multiple 
single-stranded DNA molecules are used as 
identification codes to visualize specific sugars 
attached to a chosen protein (Fig. 1). The first 
DNA molecule used in the authors’ system 
contains a sequence (known as an aptamer) 
that specifically binds to the target protein. 
The aptamer is attached to another sequence 
(the protein code) that identifies the protein. A 
second DNA molecule, called the timing code, 
contains a sequence that is complementary to 
the protein code, and that therefore hybridizes 
(forms a double helix) with it.

The third DNA molecule used in Li and 
colleagues’ system contains three segments. 
The first segment is complementary to the pro-
tein code. This is attached to a second sequence 
called the monosaccharide code, which iden-
tifies a specific sugar. The third segment has 
a sequence that enables the complete strand 
to form a structure known as a hairpin, which 
masks the monosaccharide code. The hair-
pin DNA is covalently attached to the sugar 

identified by the monosaccharide code. If the 
hairpin-bearing sugar is in turn attached to the 
target protein, this can bring the hairpin into 
close proximity with the double helix formed 
by the protein and timing codes.

The final key component of Li and 
colleagues’ system is another hairpin DNA, 
which contains a complementary sequence 
to the monosaccharide code and a sequence 
that can displace the protein code from a dou-
ble helix. The hairpin also has a fluorophore 
attached at the 5ʹ end, and a ‘quencher’ mol-
ecule at the 3ʹ end. The quencher stops the 
fluorophore from fluorescing when the hairpin 
is closed, but allows fluorescence when the 
hairpin opens.

So how do all these components interact to 
decode the crucial DNA identifiers and allow 
glycoforms to be visualized? The process is 
triggered when a single-stranded DNA that is 
complementary to the timing code is added 
to the system. This DNA hybridizes with the 
timing code, thus displacing and exposing 
the protein code. The exposed protein code 
then hybridizes with the complementary 
sequence in the hairpin attached to the sugar, 
opening up the hairpin and unmasking the 
mono saccharide code.

When the fluorophore-carrying hairpin 
is added to the system, the unmasked 
monosaccharide code hybridizes with the 
complementary DNA sequence in that hair-
pin. The hairpin therefore opens up, allowing 
its fluorophore to fluoresce: in effect, a fluores-
cent tag has been attached to the sugar, allow-
ing it to be detected. The hybridization also 
unmasks the protein code, making it available 
for another reaction cycle. The key element of 
Li and colleagues’ system is that the protein 
code is physically associated with the target 
protein, because this ensures that only hairpin-
bearing sugars that are attached or close to the 
protein can become fluorescent.

Figure 1 | A method for visualizing sugars on proteins2. a, A DNA sequence (the protein code) 
is bound to the target protein through a sequence called an aptamer. The protein code is hybridized 
(forms a double helix) with a second sequence, called the timing code. A sugar attached to the protein is 
covalently attached to a ‘hairpin’ DNA, which contains a masked sequence that identifies the sugar (the 
monosaccharide code). b, A ‘decoding’ DNA molecule is added that hybridizes with the timing code 
(not shown), releasing the protein code so that it hybridizes with part of the hairpin. The hairpin opens, 
unmasking the monosaccharide code. c, A second hairpin DNA is added, which is complementary to 
the monosaccharide code; it also bears a fluorescent molecule (a fluorophore) at one end and a quencher 
molecule at the other, which deactivates fluorescence. The hairpin hybridizes with the DNA containing 
the monosaccharide code, opening the hairpin and allowing the fluorophore to fluoresce. The protein 
code is simultaneously exposed by this process, and can take part in another cycle of reactions.
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The authors confirmed that the chain of 
reactions occurs in a cell-free system in vitro 
and used it to identify two glycoforms of the 
MUC1 protein: MUC1 decorated with the 
sugar fucose, or with another sugar called 
sialic acid. Crucially, the authors also showed 
that the fluorescent signals can be generated 
and detected on cells that had been modified 
using a method known as metabolic labelling9 
to incorporate hairpin-bearing sugars.

An advantage of this method is that, because 
the choice of DNA sequences that can be used 
as labels is effectively infinite, many different 
glycoforms can be imaged, as long as the pro-
teins and sugars can be specifically labelled 
with their own DNA codes. Moreover, the 
authors clearly showed that sialylated and 
fucosylated MUC1 could be simultaneously 
detected using their method. One potential 
limitation, however, is that the DNA used 
was not observed to be transported into cells 
through natural processes, suggesting that 
intracellular glycoforms cannot be detected 
by this method. This could actually be an 
advantage for studies that focus on cell-surface 
proteins.

A few issues will need to be clarified in 
future studies. For example, the efficiency of 
the decoding process is unclear. It is also not 
known whether sugars on molecules next to 
the target proteins might sometimes become 
fluorescent, as a result of DNA hybridiza-
tion between the protein code and hairpins 
attached to sugars on neighbouring pro-
teins.  Because a large number of glycans are 
attached to MUC1, the method might not need 
to be highly efficient to generate a detectable 
fluor escent signal for this protein, and any 
minute signals produced from neighbouring 
molecules would not be a serious problem. 
However, further experiments using other 
glycoproteins that have fewer sugars attached 
are needed to validate the method fully. 

Given that both the above issues might 
depend largely on the length of the DNA chains 
used, careful design of the DNA codes and of the 
aptamers will be essential for ensuring the spe-
cific detection of other glycoforms. The prac-
tical advantages and disadvantages of the new 
technique compared with other strategies for 
glycoform imaging that have been reported in 
the past few years — including two methods 
reported by workers from the same group as 
Li et al.10,11 — also remain to be explored.

Nevertheless, Li and colleagues’ hierarchical 
coding strategy for glycoform imaging shows 
great potential, and could be an important step 
in the development of a system analogous to 
the use of green fluorescent proteins for pro-
tein tagging — which is now standard practice 
for biologists. The ultimate goal is to visualize 
glycoforms in a way that will enable us to see 
what we want to see, rather than only what can 
be seen. ■

Tadashi Suzuki is in the Glycometabolic 
Biochemistry Laboratory, RIKEN Cluster 
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E C O L O G Y

A systemic problem 
with pesticides
Exposure to a sulfoximine-based pesticide has substantial adverse effects on 
bumblebee colonies. This finding suggests that concerns over the risks of exposing 
bees to insecticides should not be limited to neonicotinoids. See Letter p.109

N I G E L  E .  R A I N E

Agricultural intensification has increased 
our reliance on pesticides, including 
insecticides. Although insecticides 

are useful for controlling crop damage caused 
by insect pests, they can also affect beneficial 
insects, potentially impairing their ability to 
control pests and pollinate crops1 — qualities 
on which farmers rely. Indeed, increases in 
insecticide use are one of several major fac-
tors implicated in the worldwide declines of 
insect pollinators2. A commonly used class 
of insecticide called neonicotinoids has hit 
the headlines because of its impacts on bees. 
Siviter et al.3 report on page 109 that a potential 
neonicotinoid replacement, the sulfoximine-
based insecticide sulfoxaflor, also harms these 
crucial pollinators.

Insect pollinators that forage on neonicotin-
oid-treated plants can be exposed to small 
amounts of insecticide each time they or their 
larvae feed on pollen and nectar4,5. Although 
such chronic neonicotinoid exposure typi-
cally does not kill bees, it can have sub lethal 
effects — impairing a range of behaviours such 
as learning and foraging4–8, affecting nesting 
success, colony development and reproduc-
tion7–12, and reducing pollination levels13. 
Because of this, substantial restrictions on 
neonicotinoid use have been introduced in 
some regions of the world, particularly Europe. 
Such restrictions might seem to be good news 
for bee health — but only if the insecticides 
that replace neo nicotinoids are less harmful to 
insect pollinators.

Similar to neonicotinoids, sulfoximine-based 
insecticides are absorbed and systemically dis-
tributed throughout the plant. Sulfoxamines 
are one candidate to replace neonicotinoids14, 
and have already been widely approved for 
use. Siviter and colleagues set out to assess the 
sublethal effects of sulfoxaflor on the agricul-
turally important pollinator Bombus terrestris. 

Figure 1 | Routes of bumblebee exposure to insecticides. Siviter et al.3 have investigated how exposure 
to the insecticide sulfoxaflor affects bumblebee colonies, using a combined laboratory–field protocol. 
There are multiple potential routes of exposure to systemic insecticides. a, In spring, insecticide-treated 
seeds are sown. Contaminated dust from seed planters drifts across fields, and lands on wild flowers 
(insecticide residues are indicated by red diamonds, routes of spread by red arrows). Residual insecticide 
in the soil from the previous year might affect queen bumblebees hibernating in the soil, or be taken up 
by wild flowers, leading to exposure of foraging queens that consume contaminated nectar and pollen. 
b, In summer, crops grown from treated seeds bloom, producing contaminated nectar and pollen (red 
stripes). Spray treatments can increase insecticide levels on crops and on nearby wild flowers. Foraging 
worker bees ingest insecticide-laced nectar and pollen from both treated crops and contaminated wild 
flowers17,18, and are exposed through contact with sprayed plant tissue when foraging on crops. Workers 
take insecticide-laced pollen and nectar back to the colony, where it is ingested by larvae (not shown).
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This bumblebee is common in the wild, and is 
also reared commercially for crop pollination. 
Although it is convenient to use commercially 
reared colonies for experiments, the authors 
chose to use wild colonies — a decision that 
should be lauded because it enhances the 
ecological realism of their study.

Siviter et al. collected 332 wild queen 
bumble bees, assessed them for parasites and 
used 249 uninfected individuals to start colo-
nies in the laboratory. The authors succeeded 
in rearing colonies from 52 queens, providing 
a robust sample size for their experiment. They 
then randomly allocated pairs of size-matched 
bee colonies to either control or insecticide-
exposure groups. The colonies fed at will 
for two weeks on either sugar water alone or 

sugar water containing five parts per billion 
of sulfoxaflor (a concentration found in the 
nectar of crops sprayed with sulfoxaflor), 
before being moved outdoors, so that the 
researchers could monitor bee behaviour and 
colony development under field conditions.

The team found that sulfoxaflor exposure 
had substantial and consistent effects on the 
rate of colony growth, which became appar-
ent after just two to three weeks in the field. 
Sulfoxaflor-exposed colonies produced fewer 
female workers than did control colonies. 
They also produced 54% fewer reproductive 
offspring. This substantial difference was pre-
dominantly driven by a decrease in the total 
number of males produced, but also reflects 
the fact that all of the 36 new queens produced 
came from just 3 of the control colonies. Such 
strong variation in queen production among 
control colonies is not unexpected, but the 
lack of queen production by any of the insecti-
cide-exposed colonies is concerning, because 
queens are needed to start new colonies in the 
following year.

These impairments in colony growth and 
reproduction are similar to those observed 
in comparable neonicotinoid-exposure 
studies8–10, 12,15,16. This similarity might be 
expected, given that both insecticide classes 
affect insects by binding to the same neuro-
transmitter receptors14. But whereas the 
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