
wavelengths can be multiplexed (transmitted 
in parallel) and modulated (altered in such a 
way that they can carry information) simulta-
neously without the optical signals interfering 
with each other. This propagation of informa-
tion at the speed of light results in minimal 
time delays. Moreover, passive transmission (in 
which no input power is required) aids ultralow 
power consumption7, and phase modulation 
(whereby the quantum-mechanical phases of 
light waves are varied) enables light to be easily 
modulated and detected at frequencies greater 
than 40 gigahertz (ref. 8).

In the past few decades, great success has 
been attained in optical-fibre communication. 
However, it remains challenging to use 
photons for computing, especially at a scale 
and performance level comparable to those 
of state-of-the-art electronic processors. 
This difficulty arises from a lack of suitable 
parallel-computing mechanisms, materials 
that permit high-speed nonlinear (complex) 
responses of artificial neurons and scalable 
photonic devices for integration into comput-
ing hardware.

Fortunately, developments over the past 
few years in devices called optical frequency 
combs9 brought new opportunities for inte-
grated photonic processors. Optical fre-
quency combs are sets of light sources with 
emission spectra that consist of thousands 
or millions of sharp spectral lines that are 
uniformly and closely spaced in frequency. 
These devices have achieved substantial suc-
cess in various fields, such as spectroscopy, 
optical-clock metrology and telecommunica-
tion, and were recognized with the 2005 Nobel 
Prize in Physics. Optical frequency combs can 
be integrated into a computer chip9 and used 
as power-efficient energy sources for optical 
computing. This system is well suited for data 
parallelization by wavelength multiplexing.

Xu and colleagues used such a set-up to pro-
duce a versatile integrated photonic processor. 
This device performs a type of matrix–vector 
multiplication known as a convolution for 
image-processing applications. The authors 
implemented an ingenious method to carry 
out the convolution. They first used chro-
matic dispersion — whereby the speed of 
transmitted light depends on its wavelength 
— to produce different time delays for wave-
length-multiplexed optical signals. They then 
combined these signals along the dimension 
associated with the wavelength of the light.

By fully exploiting the wide range of photon 
wavelengths, Xu et al. achieved intrinsically 
parallel computing for different convolution 
operations. The optical-computing speed 
was beyond ten trillion operations per second 
using a single processing core and was limited 
only by the data throughput. Another welcome 
feature of this work is that the authors iden-
tify the entry point of their photonic convo-
lution processor in practical applications. In 

particular, they suggest that the processor 
could be used in a hybrid optical–electronic 
framework, such as for in situ computations 
during optical-fibre communications.

Feldmann and colleagues independently 
made an integrated photonic processor 
that performs a convolution involving opti-
cal signals that span two dimensions. The 
device uses optical frequency combs in an 
‘in-memory’ computing architecture that is 
based on a phase-change material (a mater-
ial that can switch between an amorphous 
phase and a crystalline phase). The authors 
fully parallelized the input data through wave-
length multiplexing and conducted analogue 
matrix–vector multiplication using an array of 
integrated cells of the phase-change material.

Such a highly parallelized framework can 
potentially process an entire image in a single 
step and at high speed. Moreover, in principle, 
the system can be substantially scaled up using 
commercial manufacturing pro cedures and 
aid in situ machine learning in the near future. 
Because the convolution process involves 
passive transmission, the calculations of 
the photonic processing core can, in theory, 
be performed at the speed of light and with 
low power consumption. This ability would 
be extremely valuable for energy-intensive 
applications, such as cloud computing.

Given the challenges facing conventional 
electronic computing approaches, it is exciting 
to see the emergence of integrated photonics 
as a potential successor to achieve unprece-
dented performance for future computing 
architectures. However, building a practi-
cal optical computer will require extensive 
interdisciplinary efforts and collaborations 
between researchers in materials science, 
photonics, electronics and so on. Although 

the reported photonic processors have high 
computing power per unit area and potential 
scalability, the all-optical computing scale (the 
number of optical artificial neurons) remains 
small. Moreover, the energy efficiency is lim-
ited by the presence of computing elements 
that inherently absorb light and because elec-
trical and optical signals frequently need to be 
interconverted. 

Another avenue of research is the devel-
opment of advanced nonlinear integrated 
photonic computing architectures, rather 
than one- or two-dimensional linear convo-
lutions. By integrating electronic circuits and 
thousands or millions of photonic processors 
into a suitable architecture, a hybrid optical–
electronic framework that takes advantage 
of both photonic and electronic processors 
could revolutionize AI hardware in the near 
future. Such hardware would have important 
applications in areas such as communication, 
data-centre operation and cloud computing.
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Big data and simple 
models to track COVID-19 
Kevin C. Ma & Marc Lipsitch

Understanding the dynamics of SARS-CoV-2 infections could 
help to limit viral spread. Analysing mobile-phone data to track 
human contacts at different city venues offers a way to model 
infection risks and explain infection disparities. See p.82

Behind the highly politicized disagreements 
over COVID-19 control measures lies a widely 
shared desire to return economic and social 
life to sustainable levels as soon and for as long 
as possible, while preserving health-care sys-
tems and minimizing severe illness and death. 
The main arguments are about the extent to 

which these goals are mutually reinforcing, 
and whether there is a trade-off between 
greater viral transmission and increased 
social and economic activity. The difficulty 
in identifying control measures that are both 
effective and minimally disruptive motivates 
the search for new approaches to modelling 
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transmission. Given the limited data available 
from epidemiological studies on how inter-
ventions can curb infection, such models can 
provide an initial framework for evaluating 
hypothetical control measures and help to 
guide policy decisions. 

On page 82, Chang et al.1 present an inno-
vative method that combines simple infec-
tious-disease models with human-mobility 
data obtained from mobile-phone records. 
This data-rich model has enabled them to gen-
erate and, to some extent, test hypotheses on 
where the virus is transmitted, how racial and 
socio-economic disparities in COVID-19 infec-
tions arise, and how effective different types 
of control measure might be. 

Chang and colleagues analysed a data set of 
mobile-phone records for 98 million people 
in the United States, providing anonymized 
location information from 1 March to 1 May 
2020 and comprising more than 5 billion time 
points. The authors looked at broad patterns 
of human interaction at non-residential loca-
tions of interest, for example in venues such 
as shops (Fig. 1), restaurants and places of 
worship, and used these data as parameters 
in their model to predict the numbers of new 
cases detected in entire cities each day. The 
authors also ‘fitted’ the model (estimated a few 
additional unknown parameters) to the data 
indicating the number of cases. After fitting, 

the model estimates not only the total rate of 
infection, but also infection rates in differ-
ent individual venues or types of venue. This 
method complements more-conventional 
epidemiological and surveillance approaches 
that try to estimate the risks individually for 
different sorts of activity2,3. 

In principle, studies of outbreak clusters 
or contact-tracing data offer a way to iden-
tify the types of activity and location at which 
viral transmission does or doesn’t happen as a 
result of interventions, and the shared features 
of such findings could be used to infer which 
activities could be continued and which are 
key targets for control. For example, case stud-
ies of clusters of infections in locations such 
as those for indoor choir practice, on ships 
and in nursing homes demonstrate the high 
risks of poorly ventilated, crowded spaces. 
By contrast, case studies, such as those pro-
viding examples of test results indicating the 
lack of transmission from infected hair-salon 
workers to clients while all were wearing face 
coverings4, have provided some support for 
the reopening of such establishments, given 
adequate mask policies. 

These case-study approaches are essential 
but have substantial limitations. They often 
have small sample sizes5, and frequently test 
only some of the people who have come into 
contact with a person confirmed to have a 

SARS-CoV-2 infection, making it difficult to 
identify the factors that determine whether 
or not an outbreak occurs. Furthermore, in 
many places, clusters and infections identified 
by contact tracing account for only a modest 
proportion of all transmissions, so inferences 
drawn from such examples might be of limited 
use for generalization. Randomized experi-
ments to evaluate interventions (in which the 
introduction of an intervention is staggered 
over time in different populations)6 are an 
alternative, but they are hard to do7, and such 
studies have been rare for COVID-19. 

Given the limited data available from these 
epidemiological and experimental studies, 
mathematical modelling presents an entic-
ing approach for evaluating interventions. 
However, without data from epidemiological 
studies, modelling studies can, at best, assume 
only a possible range of effectiveness for par-
ticular interventions. A strength of Chang and 
colleagues’ approach is that the estimates of 
effects of interventions are based on the mod-
elled rate of transmission in a particular place. 
This is, in turn, based on mobile-phone data on 
people’s locations, which provides information 
such as the number of people who come into 
close contact with each other at a particular 
venue, and is combined with strong but trans-
parent assumptions about the factors under-
lying transmission at different types of venue. 

Figure 1 | A grocery store in Chicago, Illinois. Image taken in April 2020. 
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For a given venue, the data used by Chang 
and colleagues provide detailed estimates of 
how many people visit per hour, how long they 
stay on average, and which neighbourhoods 
they are visiting from. The transmission model 
is designed to group people in each neighbour-
hood by their disease status — whether they 
are susceptible (not previously infected), 
exposed, infected or removed (having either 
recovered or died), corresponding to what is 
described as an SEIR model — and the model 
allows people to move sequentially through 
these compartments. 

The key assumption made by Chang et al. 
is that the rate at which people in the popu-
lation are likely to become infected (which in 
this context refers to their moving from the 
‘susceptible’ to the ‘exposed’ compartment) 
depends on which venues they visit and how 
that changes over time. In this model, venues 
at which people stay for longer and that are 
more densely occupied carry a higher risk 
than do settings in which people stay for less 
time and that are less packed. This underlying 
model is exceptionally simple, but the texture 
of population behavioural changes over time is 
provided by the detailed mobility data.

One of the strengths of this data-rich mod-
elling approach is that the number of other 
unknown parameters that need to be fitted 
to the model is low, reducing the risk that the 
model is ‘overfitted’ in a way that forces the 
model’s structure to account for key features 
of the data. After fitting parameters to publicly 
available data for the daily number of infec-
tions, Chang et al. find that their model can  
better predict epidemic trajectories observed 
for multiple cities, when compared with the 
results of models that lack such detailed mobil-
ity data. This indicates that  the addition of the 
mobility data improved the accuracy of their 
model. Although the goal of this mechanis-
tic modelling was not to provide a forecast8, 
confirming that the model has reasonable 
predictive power is often a necessary first 
step in trying to draw any conclusions about 
mechanisms that might underlie the observed 
patterns. 

In addition to trying alternative fitting 
approaches, the authors analysed how 
sensitive particular outcomes were to the 
parameters of the model, finding that model 
outputs are consistent over a range of plausi-
ble parameter values. These give confidence 
that, although simple, the assumptions under-
lying this model generate predictions that 
match the data better than do equally plausi-
ble alternatives, which increases the persua-
siveness of the hypotheses generated about 
interventions. An important extension of this 
work will be to check whether the model con-
tinues to match the data for case numbers in 
more recent months, including the case surges 
observed during the summer in some cities.

Chang and colleagues’ model predicts that 

infections in venues such as restaurants, gyms 
and religious establishments have a dispro-
portionately large role in driving up infection 
rates, corroborating findings from epidemi-
ological studies5,9. Locations missing from 
Chang and colleagues’ analysis demonstrate 
some of the limitations of working with such 
mobility data. Children, elderly people and 
those in prison are under-represented in the 
data sets, so it was not possible to make infer-
ences about the role of schools, nursing homes 
and prisons in community transmission of 
viral infection. Models that incorporate both 
mobility data and typical epidemiological data 
sources, such as social-contact surveys, might 

help to address this gap10.
Nevertheless, the fine-level detail in the  

mobility data for the venues analysed enabled 
the authors to evaluate nuanced versions of 
reopening strategies beyond just simply mod-
elling an overall reduction of activity across a 
city trying to cope with the pandemic. Chang 
et al. found that capping the maximum occu-
pancy of venues — a strategy that implicitly 
reduces the number of person-hours spent 
in risky, high-occupancy settings — is pre-
dicted to result in a decreased number of 
new infections compared with a strategy of 
less-targeted, overall activity reduction. The 
authors’ approach can be extended to eval-
uate other types of reopening strategy. For 
example, time-limited visits to places such 
as gyms and museums could be modelled by 
decreasing the average visit length.

Chang and colleagues’ work also deepens 
our understanding of possible causes of the 
observed disparities in COVID-19 cases by 
income level, which are incompletely under-
stood. By combining their mobility model with 
demographic census data, the authors identi-
fied two possible main contributors. The first 
is that lower-income neighbourhoods, which 
tend to have higher numbers of front-line 
workers, had less overall reduction in mobil-
ity during lockdowns than did higher-income 
neighbourhoods, a conclusion shared by other 
studies11,12. The second possible contributor is 
that, across many types of setting, the venues 
visited by people from lower-income neigh-
bourhoods tend to be more crowded than are 
the venues visited by those from higher-in-
come areas. This type of observation is possi-
ble only because of the high level of detail on 
venue size and occupancy in the data analysed 
by Chang and colleagues.

The authors present clear hypotheses, 

whose plausibility is enhanced by their fit in 
the model to the observed infection data, the 
model’s parsimony (which reduces concerns 
about overfitting), and their ability to provide 
explanations for observations that were not 
part of the data, such as disparities associated 
with income. Further model testing is needed, 
but given the challenges in gathering and 
interpreting other relevant data types, these 
findings could have a valuable role in guiding 
policy decisions on how to reopen society 
safely and minimize the harm caused by move-
ment restrictions. Chang and colleagues’ work 
underscores the value of integrating mobil-
ity data into epidemiological surveillance 
systems13, an increasingly popular approach 
that should become routine as we rebuild 
such surveillance systems to incorporate the 
lessons of this pandemic.
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“Restaurants, gyms and 
religious establishments 
have a disproportionately 
large role in driving up 
infection rates.”
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